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Preface

This IBM® Redbooks® publication describes the implementation of IBM System Storage™
Copy Services with the IBM System i® platform using the IBM System Storage Disk Storage
family and the Storage Management GUI and command-line interface. This book provides
examples to create an IBM FlashCopy® environment that you can use for offline backup or
testing. This book also provides examples to set up the following Copy Services products for
disaster recovery:

» Metro Mirror
» Global Mirror

The newest release of this book accounts for the following new functions of IBM System i
POWER6™, i5/0S® V6R1, and IBM System Storage DS8000™ Release 3:

System i POWERS IOP-less Fibre Channel
i5/0S V6R1 multipath load source support
i5/0S V6R1 quiesce for Copy Services

i5/0S V6R1 High Availability Solutions Manager
System i HMC V7

DS8000 R3 space efficient FlashCopy

DS8000 R3 storage pool striping

DS8000 R3 System Storage Productivity Center
DS8000 R3 Storage Manager GUI

v
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Part 1

Introduction

This book is divided into multiple sections. This part introduces Copy Services for System i
and high availability concepts on System i. It also covers the different external storage
solutions on System i.

This part includes the following chapters:

» Chapter 1, “Introduction to Copy Services and System i high availability” on page 3

» Chapter 2, “System i external storage solution examples” on page 31

© Copyright IBM Corp. 2008. All rights reserved.
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Introduction to Copy Services
and System i high availability

As businesses become more conscious of the availability of IT systems, there is a move to
bring IT procedures from tape backup recovery (cold site) to a disaster-recovery level or a
high-availability (HA) level. The following components of the total availability time can be
improved:

» Reduce the backup window using the IBM System Storage function of FlashCopy

» Reduce recovery time through IBM System Storage Metro Mirror or Global Mirror with
boot from SAN

» Implement high availability through IBM System Storage Metro Mirror or Global Mirror with
independent ASPs

With the introduction of IBM System Storage Copy Services in the IBM System i environment,
an important hardware-based replication solution has been added to the possibilities to
achieve a higher level of Recovery Time Objective (RTO) and Recovery Point Objective
(RPO) for the System i platform. However, this solution does not remove the necessity for
proper tape backups of IT systems and journaling within applications.
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1.1 Overview of the i5/0S architecture

Several architectural features of the i5/0S distinguish it from other systems in the computing
industry including:

Two-part primary operating system
Technology-independent machine interface (TIMI)
Object-based system

Single-level storage

High degree of integration

Multiple application program models

High level of security

Open standards

YyVyVYyYVYVYYVYYY

1.1.1 Two-part primary operating system

There are two components to the operating system software on a System i5 model— System
Licensed Internal Code (SLIC) and i5/0OS. This important distinction is unique in the industry
in its completeness of implementation.

SLIC provides the TIMI, process control, resource management, integrated SQL database,
security enforcement, network communications, file systems, storage management, JVM™,
and other primitives. SLIC is a hardened, high-performance layer of software at the lowest
level, similar to a UNIX® kernel, only far more functional.

i5/08S provides higher-level functions based on these services to users and applications. It
also provides a vast range of high-level language (such as C/C++, COBOL, RPG, and
FORTRAN) runtime functions. i5/0S interacts with the client-server graphical user interface
(GUI), iSeries Navigator, or its new i5/0S V6R1 Web-based successor product called IBM
Systems Director Navigator for i5/0OS.

At a macro level, an entire logical partition (LPAR) running the traditional System i operating
system can be referred to as running i5/0S. The name i5/0S can refer to either the
combination of both parts of the operating system or more precisely just the “top” portion.

1.1.2 Object-based system

i5/0S keeps all information as objects. There are hundreds of object types, such as physical
files, program objects, device descriptions, message queues, user profiles, and so forth. This
object-based system is different from the simple byte-string, file-based manipulation used by
many systems. Object-based design enables a powerful, yet manageable level of system
integrity, reliability, and authorization constraints.

All programs and operating system information, such as user profiles, database files,
programs, printer queues, and so on, have their associated object types stored with the
information. In the i5/0S architecture, the object type determines how the contained
information of the object can be used (which methods). For example, it is impossible to
corrupt a program object by modifying its code sequence data as though it were a file.
Because the system knows the object is a program, it only allows valid program operations
(run and backup). Thus, with no write method, i5/0S program objects are, by design, highly
virus resistant. Other kinds of objects include directories and simple stream data files residing
in the Integrated File System (IFS), such as video and audio files. These stream-file objects
provide familiar open, read, and write operations.
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1.1.3 Single-level storage

i5/08S applications and the objects with which they interact all reside in large virtualized,
single-level storage. That is, the entire system, including the objects that most other systems
distinguish as “on disk” or “in memory” are all in single-level storage. Objects are designated
as either permanent or temporary. Permanent objects exist across system IPLs (reboots).
Temporary objects do not require such persistence. Essentially, the physical RAM on the
server is a cache for this large, single-level storage space. Storage management, a
component of SLIC, ensures that the objects that need to persist when the system is off are
maintained in persistent storage. This is either magnetic hard disk or flash memory.

The benefit of providing a single, large address space, in which all objects on the system
reside, is that applications do not need to tailor their memory usage to a specific machine
configuration. In fact, due to single-level storage, i5/0S does not need to tailor such things as
the sizes of disk cache versus paging space. This greatly facilitates the on-demand allocation
of memory among LPARs.

This concept is an important concept when considering the advanced functions that are
available with IBM System Storage Copy Services. When using storage-based replication due
to the System i single-level storage architecture the granularity for replicating System i
storage is either replicating all system ASP and user ASPs, sometimes referred to *SYSBAS,
together or replicating on an independent ASP (IASP) level. If you are planning to use IBM
System Storage FlashCopy, all objects that exist in System i main memory must be purged to
storage for creating a consistent image for either a normal IPL or normal IASP vary-on. This
purging can only be achieved with either turning off the system or varying off the IASP before
taking a FlashCopy. However, the new i5/0S V6R1 quiesce for Copy Services function
eliminates the requirement to power down the system or vary off the IASP before taking a
FlashCopy. This new quiesce function allows you to suspend the database I/O activity in an
ASP. It still results in abnormal IPL processing in i5/0S, but because there are no more
database inconsistencies, the long-running database recovery tasks to recover damaged
objects are not required during the abnormal IPL processing.

1.2 Software-based high availability solutions

Software-based solutions offer an extremely different set of possibilities in regard to high
availability and business continuity. In the following sections, the generalizations of these
software-based high availability solutions are based on the functionality of IBM High
Availability Business Partners (HABPs), such as DataMirror® and Vision Solutions.

This section discusses the features and functions that the specific individual business partner
solutions have in common when compared to hardware-based replication solutions such as
IBM System Storage solutions and cross-site mirroring (XSM) with IASPs.

Software-based high availability solutions are mostly based on i5/0S journaling. With
journaling, you set up a journal and a journal receiver. Then, you define the physical files,
data queues, data areas, or integrated file system objects that are to be journaled to this
particular journal. Whenever a record is changed, a journal entry is written into the journal
receiver, which contains information about the record that was changed, the file to which it
belonged, which job changed it, the actual changes, and so forth. Journaling has been
around since the IBM System/38™ platform. In fact, a lot of user applications are journaled for
various purposes, such as keeping track of user activity against the file or for being able to roll
back in case of a user error or a program error.

In our discussion, journaling is classified as local journaling or remote journaling. The
difference is simply the manner in which the data is transferred between systems.
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1.2.1 Local journaling

High availability solutions based on local journaling have a reader job on the source system
that reads the journal entries for the files that are defined to be mirrored and that sends the
changes across to the receiver job on the target system. Here, an apply process (job) applies
the changes to the target database. The job that is used to transmit the changes from the
source system to the target system is not a built-in journaling job, but part of the
software-based high availability program or package.

Figure 1-1 shows a high availability solution with local journaling.

Production (source) system Backup (target) system
Reader/sender Maraet
Apps (RCVJRNE) oot Apply
job job job(s)

| e AL

Interface

‘ \ Communicatigns |

- @ transport
N ‘

\

DB | e )
i ser
files spaces Replicated
Journal DB files
receiver

Figure 1-1 Example of a high availability solution with local journaling

1.2.2 Remote journaling

Since V4R2MO of OS/400 (now i5/0OS), the concept of remote journaling has enhanced
communications between source and target systems. The changes can be sent more quickly
from the source system to the target system than what is possible with local journaling and
the use of a reader or sender job. Remote journaling is implemented at the Licensed Internal
Code (LIC) layer, providing for faster processing between systems.

With remote journaling, you set up local journaling on your source system as you normally
would. You then use the Add Remote Journal (ADDRMTJRN) command to associate your
local journal to a remote journal, through the use of a relational database. When a transaction
is put into the local journal receiver, it is sent immediately to the remote journal and its
receiver through the communications path that is designated in the relational database
directory entry.

Remote journaling allows you to establish journals and journal receivers on the target system
that are associated with specific journals and journal receivers on the source system. After
the remote journaling function is activated, the source system continuously replicates journal
entries to the target system as described previously.
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The remote journaling function is a part of the base 0S/400 or i5/0S system and is not a
separate product or feature.

Advantages of using remote journaling include:

» It lowers the processor consumption on the source machine by shifting the processing that
is required to read the journal entries from the source system to the target system. Most of
the workload is moved to the target system because the reader job that would normally
read from the journal on the source system is moved to the target system.

» It eliminates the need to buffer journal entries to a temporary area before transmitting
them from the source machine to the target machine. This translates into fewer disk writes
and greater DASD efficiency on the source system.

» Because it is implemented at the LIC level, it improves significantly the replication
performance of journal entries and allows database images to be sent to the target system
in real time. This real-time operation is called synchronous delivery mode. If synchronous
delivery mode is used, the journal entries are guaranteed to be in main storage on the
target system prior to control being returned to the application on the source system.

» It allows the journal receiver save and restore operations to be moved to the target
system. This way, the resource utilization on the source machine can be reduced.

For more information about remote journaling, refer to AS/400 Remote Journal Function for
High Availability and Data Replication, SG24-5189.

Figure 1-2 shows an example of a high availability solution that uses remote journaling with a
reader job on the target side.

Production (source) system Backup (target) system
- Apply
Apps e

Machine
Interface

.

N Remote
Communicatipns
= JRN
v transport

DB
files v Replicated
Journal Journal DLEAIES
receiver receiver

Figure 1-2 Example of a high availability solution with remote journaling

The remote journal function provides a much more efficient transport of journal entries than
the traditional approach. In this scenario, when a user application makes changes to a
database file, there is no need to buffer the resulting journal entries to a staging area on the
production (source) system. Efficient system microcode is used instead to capture and
transmit journal entries directly from the source system to the associated journals and journal
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receivers on a target system. Much of the processing is done below the Machine Interface
(MI). Therefore, more processor cycles are available on the production machine for other
important tasks.

1.2.3 Object types not journaled

With journaling, whether local or remote, you can replicate changes from the source system
to the target system for the following object types:

Physical files

Access paths

Data areas

Data queues

Integrated file system objects

vyvyyvyyy

At V5R4 of i5/0S, only these object types are allowed to be journaled.

Note: With i5/0S V6R1, journaling is now supported on a library level to start journaling
automatically if one these objects gets newly created in the journaled library.

However, a usable backup system usually requires more than just database and stream files.
The backup system must have all of the applications and objects that are required to continue
critical business tasks and operations.

Users also need access to the backup system. They need a user profile on the target system
with the same attributes as that profile on the source system, and their devices must be able
to connect to the target system.

The applications that a business requires for its daily operations dictate the other objects that
are required on the backup system. Not all of the applications that are used during normal
operations might be required on the backup system. In the event of an unplanned outage, the
business can choose to run with a subset of those applications, which might allow the
business to use a smaller system as the backup system or to reduce the impact of the
additional users when the backup system is already used for other purposes.

The exact objects that comprise an application vary widely. Some of the object types that are
commonly part of an application include:

Authorization lists (*AUTL)
Job descriptions (*JOBD)
Libraries (*LIB)

Programs (*PGM)

User spaces (*USRSPC)

yvyVvyyvyy

For many of the objects in the list, the content, attributes, and security of the object affect how
the application operates. The objects must be continuously synchronized between the
production and backup systems. For some objects, replicating the object content in near real
time can be as important as replicating the database entries.

1.2.4 Replicating non-journaled object types

Most of the HABPs have solutions for mirroring non-journaled objects of the types listed in the
previous section. This replication is typically done by using the system audit journal
(QAUDJRN), which is configured to monitor for creations, deletions, and other object-related
events. The HABP solution reads from the QAUDJRN journal. Based on its list of objects
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defined to be mirrored, it sends the whole object to the target system using temporary save
files or with ObjectConnect/400 (included in the operating system as option 22), if configured
on the systems.

Figure 1-3 shows a general view of replication for non-journaled objects.

| Source system | | Target system |
Source library
/directo
< >
Audit journal

Target library/directory

Readerijob Create Update Delete
object object object
Create/ |Update/
Delete
Transactio
gueue files
. Receiver
Sender Communication |ine fakic)
job(s)

Figure 1-3 General view of mirroring non-database objects from source to target

1.3 i5/08S clustering

In this section, we describe briefly clustering, its basic components, and its concepts. We
provide the basic elements that are required before you can configure IASPs, XSM, or
geographic mirror.

For a complete discussion about clustering and how to set up a cluster, refer to Clustering
and IASPs for Higher Availability on the IBM eServer iSeries Server, SG24-5194.

1.3.1 Definition of a cluster

A cluster is a collection of interconnected complete computers, or nodes, that appears on a
network as a single machine. The cluster is managed as a single system or operating entity. It
is designed specifically to tolerate component failures and to support the addition or
subtraction of components in a way that is transparent to users.

The main purpose of clustering is to achieve high availability. High availability allows
important production data and applications to be available during periods of planned system
outages.

Clustering can also be used for disaster recovery implementations. Disaster recovery typically
refers to ensuring that the same important production data and applications are available in
the event of an unplanned system outage, caused many times by natural disasters.
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Clustering becomes an important concept for both high availability and disaster recovery
discussions.

Cluster Resource Services, a component of i5/0S, provides the following features:

>

Tools to create and manage clusters, the ability to detect a failure within a cluster, and
switchover and failover mechanisms to move work between cluster nodes for planned or
unplanned outages.

A common method for setting up object replication for nodes within a cluster.

This includes the data objects and program objects necessary to run applications that are
cluster-enabled.

Mechanisms to switch automatically applications and users from a primary node to a
backup node within a cluster for planned or unplanned outages.

Heartbeat monitoring that uses a low-level message function to constantly ascertain that
every node can communicate with other nodes in the cluster.

If a node fails or a break occurs in the network, heartbeat monitoring tries to re-establish
communications. If communications cannot be re-established within a designated time,
heartbeat monitoring reports the failure to the rest of the nodes within the cluster.

1.3.2 Cluster components

10

A cluster is made up of the following components:

>

vVvyvyvyYYyy

Cluster node

— Primary node
— Backup node
— Replicate node

Cluster resource group

— Data resilient CRG (type-1)

— Application resilient CRG (type-2)
— Device resilient CRG (type-3)

— Peer CRG

Cluster resource services

Cluster version

Device domain

Administrative domain

Resilient resources

Cluster management support and clients
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Figure 1-4 shows the components of a cluster.

Cluster Resources

* Nodes * Recovery domains
* Resources * Management support and clients

Figure 1-4 Cluster components

A cluster node is any System i model or partition that is a member of a cluster. Cluster
communications that run over IP connections provide the communications path between
cluster services on each node in the cluster. A cluster node can operate in one or more of the
following roles:

» A primary node, which is the cluster node that is the primary point of access for cluster
resources

» A backup node, which is a cluster node that can assume the primary role if the primary
node fails or a manual switchover is initiated

» Aveplicate node, which is a cluster node that maintains copies of the cluster resources but
is unable to assume the role of primary or backup

A cluster resource group (CRG) is an i5/0S external system object that is a set or group of
cluster resources. The cluster resource group describes a recovery domain, a subset of
cluster nodes that are grouped together in the CRG for a common purpose such as
performing a recovery action or synchronizing events, and supplies the name of the cluster
resource group exit program that manages cluster-related events for that group. One such
event is moving users from one node to another node in case of a failure. Cluster resource
group objects are defined either as data resilient, application resilient, or device resilient:

> A data resilient CRG (type-1) allows multiple copies of data to be maintained on more
than one node in a cluster.

» An application resilient CRG (type-2) allows an application (program) to run on any of the
nodes in a cluster.

» A device resilient CRG (type-3) allows a hardware resource to be switched between
systems. The device CRG contains a list of device configuration objects used for
clustering. Each object represents an IASP.

A peer CRG, which was newly introduced with i5/0S V5R4, defines nodes in the recovery
domain with peer roles. It is used to represent the cluster administrative domain. It contains
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monitored resource entries, for example user profiles, network attributes or system values
that can be synchronized between the nodes in the CRG.

Cluster Resource Services is the set of 0S/400 or i5/0S system service functions that
support System i5 cluster implementations.

The cluster version identifies the communication level of the nodes in the cluster.

A device domain is a subset of cluster nodes across which a set of resilient devices, such as
an IASP, can be shared. The sharing is not concurrent for each node, which means that only
one node can use the resilient resource at one time. Through the configuration of the primary
node, the secondary node is made aware of the individual hardware within the CRG and is
“ready to receive the CRG” should the resilient resource be switched. A function of the device
domain is to prevent conflicts that cause the failure of an attempt to switch a resilient device
between systems.

Figure 1-5 shows a device domain with a primary node and a secondary node, as well as a
switchable device (an IASP) that can be switched from Node 1 to Node 2.

Node 1 Node 2

HSL

IASP

Figure 1-5 Example of a device domain

A resilient resource is a device, data, or an application that can be recovered if a node in the
cluster fails.

Resilient data is data that is replicated, or copied, on more than one node in a cluster.

Resilient applications are applications that can be restarted on a different cluster node
without requiring the clients to be reconfigured.

Resilient devices are physical resources, represented by a configuration object, such as a
device description, that are accessible from more than one node in a cluster through the use
of switched disk technology and independent disk pools.

Cluster management support and clients

IBM provides a cluster management GUI that is accessible through iSeries Navigator or with
i5/0S V6R1 through the IBM Systems Director Navigator for i5/0S and available through
i5/08S option 41 (HA Switchable Resources). The utility allows you to create and manage a
cluster that uses switchable IASPs and to ensure data availability. The cluster management
GUI features a wizard that takes you through the creation of the cluster and all of its
components (see Figure 1-6).
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Figure 1-6 IBM Systems Director Navigator for i5/0S Cluster Resource Services

1.4 Auxiliary storage pools

In this section, we introduce the types of auxiliary storage pools and explain how they relate
to clustering and i5/0S cross-site mirroring (XSM).

1.4.1 Definition of an auxiliary storage pool

Auxiliary storage pools (ASPs) have existed since the announcement of the AS/400 in 1988.
These ASPs allow you to divide the total disk storage on the system into logical groups, or
disk pools, in order to limit the impact of storage-device failures and to reduce recovery time.
You can then isolate one or more applications or data in one or more ASPs, for various
reasons related to backup and recovery, performance, or other purposes.
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ASPs include the system ASP and user ASPs. The system ASP contains SLIC and i5/0S
code. There is only one per system or partition, and it is always numbered 1.

User ASPs are any other ASPs defined on the system, other than the system ASP. Basic user
ASPs are numbered 2 through 32. Independent user ASPs (IASPs) are numbered 33 through
255. Data in a basic user ASP is always accessible whenever the server is up and running.

1.4.2 Definition of an independent user ASP

Independent user ASPs (IASPs) are a type of user ASP, numbered 33 through 255. The
system assigns the IASP number, where the user can choose the number for a basic ASP.
IASPs are different from basic ASPs in several ways.

Independent ASPs are described in i5/0S with a device description (DEVD) and are identified
by a device name. They can be used on a single system or switched between multiple
systems or LPARs when the IASP is associated with a switchable hardware group, in
clustering terminology known as a device CRG. When used on a single system, the IASP can
be dynamically varied on or off without restarting the system which saves a lot of time and
increases the flexibility offered by ASPs. In iSeries Navigator or its V6R1 Web-based version
the IBM Systems Director Navigator for i5/0S, the IASP and its contents can be dynamically
made available or unavailable to the system.

When used across multiple systems, clustering support with i5/0OS option 41 (HA switchable
resources) is required between the systems, and the cluster management GUI (see “Cluster
management support and clients” on page 12) is used to switch the IASP across systems in
the cluster. This is referred to as a switchable IASP. At any given time, the IASP can be used
by only one of those systems. Multiple systems cannot simultaneously use the IASP.

The new i5/0S V6R1 disk encryption feature using the i5/0S option 45 (Encrypted ASP
Enablement) allows to encrypt data on an ASP or IASP.

Important: When using disk encryption for switchable IASPs the master key needs to be
set manually on each system in the device domain, and all systems need option 45
installed in order to vary on the |IASP.

1.5 Cross-site mirroring concepts

In this section, we describe the general relationship between the XSM functions of clustering
and auxiliary storage pools.

1.5.1 Definition of cross-site mirroring

Cross-site mirroring (XSM) is part of 0S/400 or i5/0S Option 41 High Availability Switchable
Resources. It provides the following features:

» Data resilience

— Mirroring of an ASP group occurs from one location to a second location.
— Switchover or automatic failover to the secondary copy happens in the event of an
outage at the primary location.

» Extended capabilities for basic switchable IASPs

— Addresses single point of failure.
— Provides the possibility of multiple data copies.
— Alleviates switchable tower connectivity restrictions.
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» Site data resiliency protection in addition to high availability

— The second copy of the IASP is kept at another “site.”
— The other site can be geographically remote.

» Provides additional backup nodes for resilient data

— Both copies of IASP can be stored in switchable devices.
— Each copy can be switched between nodes locally.

XSM provides the ability to replicate changes made to the production copy of an IASP to a
mirror copy of that IASP. As data is written to the production copy of an IASP, the operating
system mirrors that data to a second copy of the IASP through another system. This process
keeps multiple identical copies of the data.

Changes written to the production copy on the source system are guaranteed to be made in
the same order to the mirror copy on the target system. If the production copy of the IASP fails
or is shut down, you have a hot backup, in which case the mirror copy becomes the
production copy.

The IASP used in XSM has the benefits of any other IASP, with its ability to be made available
or unavailable (varied on or off), and you have greater flexibility for the following reasons:

» You can protect the production IASP and mirror IASP with the protection that you prefer,
either disk unit mirroring or device parity protection (RAID-5 or RAID-6). Moreover, the
production IASP and the mirror IASP are not required to have the same type of protection.
While no protection is required for either IASP, we highly recommend some type of
protection for most scenarios.

» You can set the threshold of the IASP to warn you when storage space is running low. The
server sends a message, allowing you time to add more storage space or to delete
unnecessary objects. Be aware that if the user ignores the warning and the production
IASP becomes full, the application stops and objects cannot be created. With IASPs, there
is no overflow of data into the system disk pool as opposed to using basic user ASPs.

» The mirror copy can be detached and then separately be made available to perform save
operations, to create reports, or to perform data mining. However, when the mirror copy is
reattached, prior to i5/0S V5R4 a full re-synchronization with the production copy is done
and all modifications made to the detached copy are lost.

Note: The new XSM target site tracking function in i5/0S V6R1, available also for V5R4
using PTF MF40053, allows for partial synchronization from the source to the target site
after a mirrored IASP copy is re-attached using the tracking option. In this case only
pages that changed on the source or target site are sent to the mirrored copy at the
target site. In contrast to V6R1 the V5R4 PTF still has the limitation that the detach with
tracking must be done while the production IASP is offline.

The V5R4 source site tracking function allows for partial synchronization due to link
communication problems only and does not cover the case for detaching a mirrored copy.

» If you configure the IASPs to be switchable, you increase your options to have more
backup nodes that allow for failover and switchover methods.

1.5.2 Definition of geographic mirroring

Geographic mirroring has been made available in i5/0S V5RS3. It is currently the only
sub-function of XSM. The two terms are not interchangeable, however. Geographic mirroring
specifically refers to System i server-based replication of IASP data on memory page level.
XSM is a concept that describes replication of data at multiple sites.
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Geographic mirroring is intended for use by clustered system environments and uses data
port services. Data port services is Licensed Internal Code (LIC) that supports the transfer of
large volumes of data between a source system and one of any specified target systems. This
is a transport mechanism that communicates over TCP/IP. It provides both synchronous and
asynchronous send modes. Be aware of the fact that, even in asynchronous mode, a local
write waits for the data to reach main storage of the backup node before the write operation is

considered complete.

While geographic mirroring is actively performed, users cannot access the mirror copy of the

data.

Figure 1-7 and Figure 1-8 show a simple geographically mirrored IASP and an environment
that also incorporates switchable IASPs at both sites.

Minnesota

Node 1

Alaska

Geo Mirroring of IASF

Node 2

Production $ Mirror copy
copy IASP ﬂ‘ IASP
Figure 1-7 Example of geographic mirroring
Denmark Russia
Node
1 Node 2 Node 3 Node 4
HSL HSL
Geo Mirroring of IASR
Production $ Mirror copy
copy IASP N DASD | |asp

Figure 1-8 Example of geographic mirroring and switched IASPs
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1.5.3 Failover and switchover

Two important concepts that are related to clustering and XSM are failover and switchover
capabilities from the source system to the target system:

>

A failover means that the source or primary system has failed and that the target or
secondary system takes over. This term is used in reference to unplanned outages.

A switchover is user-initiated and the user can perform a switchover if the primary system
has to be shut down for maintenance, for example. In this case, production work is
switched over to the target system (backup node), which takes over the role as the primary
node.

1.5.4 Supported and unsupported i5/0S object types

Before you decide to base your high availability setup on XSM, you need to consider the
object types that OS/400 or i5/0S allows you to put into an IASP. The list of supported object
types changes with each new release. Therefore, you should review the i5/0S information
center for your particular version of i5/0S to see the list of supported objects:

>

>

»

V6R1

http://publib.boulder.ibm.com/infocenter/systems/scope/i50s/topic/rzaly/rzalysu
pportedunsupportedobjects.htm

Note: New with i5/0S V6R1 is the support for JOBQ objects in IASPs which allow
applications to be ported to IASPs with fewer changes. However the jobs in the JOBQs
will not survive an IASP vary off/on so they will not be available when switching the
IASP to a backup system.

V5R4

http://publib.boulder.ibm.com/infocenter/iseries/v5rd/topic/rzaly/rzalysupporte
dunsupportedobjects.htm

V5R3

http://publib.boulder.ibm.com/infocenter/iseries/v5r3/topic/rzaly/rzalysupporte
dunsupportedobjects.htm

1.5.5 Benefits of cross-site mirroring

XSM offers the following benefits:

>

XSM provides site disaster protection by keeping a copy of the IASP at another site, which
can be geographically distant, by using the geographic mirror function. Having an
additional copy at another remote site improves availability.

XSM can provide several backup nodes. In addition to having a production copy and a
mirrored copy, backup node possibilities are expanded when the IASP is configured as
switchable in an expansion unit, on an I/O processor (IOP) on a shared bus, or on an IOP
that is assigned to an 1/O pool.
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1.5.6 Limitations of cross-site mirroring

XSM has the following limitations:

» While XSM is active, you cannot access the mirror copy. This ensures that the data
integrity of the mirror copy is maintained.

» If you detach the mirror copy to perform a save operation, to perform data mining, or to
create reports, you must re-attach the mirror copy to resume XSM. With V5RS, this
requires a full synchronization with the production copy after it is re-attached. This can be
a lengthy process, possibly taking several hours, during which time your production
system is unprotected.

Starting with V5R4 and a special PTF and natively with V6R1, you can also use Target
Site Tracking, which allows for a partial re-synchronization and can significantly shorten
the synchronization times.

» Not all object types can be mirrored using XSM. You have to maintain important objects,
such as user profiles and authorization lists, on both systems by yourself. V5R4
introduced the cluster administrative domain to support this task.

» XSM can only be performed on objects in an IASP and not on objects in the system ASP
or basic user ASPs.

1.6 Copy Services based disaster recovery and high availability
solutions

With the support for SAN Load Source in System i introduced with i5/0S V5R3M5, it is now
possible to have the entire disk space in an IBM System Storage environment. This provides
new opportunities that were previously impossible for System i customers. iSeries or System i
models that retain their load source drive as an internal physical disk drive unit in the central
electronic complex (CEC) or a partition are unable to have the whole system copied and must
have a mirrored pair of the load source located on the external storage. The recovery or
attachment for disaster recovery or backup purposes with an internal load source disk unit is
more complicated and time consuming than having the load source residing in your external
disk subsystem with using boot from SAN.

Now you can create a complete copy of your entire system in moments using FlashCopy. You
can then use this copy for a variety of purposes such as:

» Minimize your backup windows
» Protect yourself from a failure during an upgrade
» Use it as a fast way to provide yourself with a backup or test system.

You can accomplish all of these tasks by copying the entire direct access storage device
(DASD) space with minimal impact to your production operations.

FlashCopy is generally not suitable for disaster recovery because due to its point-in-time copy
nature it cannot provide continuous disaster recovery protection nor can it can be used to
copy data to a second external disk subsystem. To provide an off-site copy for disaster
recovery purposes, use either Metro Mirror or Global Mirror depending on the distance
between the two external disk subsystems (see 1.6, “Copy Services based disaster recovery
and high availability solutions” on page 18).
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1.6.1 FlashCopy solutions

FlashCopy is the process by which a point-in-time copy of a set of volumes (LUNSs) is taken. A
relationship is established between the source and target volumes. FlashCopy creates a copy
of the source volume on the target volume. The target volume can be accessed as though all
the data was copied physically. Unless you are using the new DS8000 Release 3 space
efficient FlashCopy virtualization feature (refer to IBM i and IBM System Storage: A Guide to
Implementing External Disk on IBM i, SG24-7120, it requires the same amount of disk
storage within the Storage System product as the parent data.

A FlashCopy bitmap is created within DS8000 cache that keeps track of which tracks were
already copied to the target and which were not copied. If the data on the original disk track is
going to be changed and this track has not been copied to the target yet, to maintain the
point-in-time copy state, the original source disk track is copied to the target first before the
source track is changed.

Figure 1-9 shows the FlashCopy write 1/O processing. The read I/O processing is rather
straightforward as reads from the source are processed as though there were no FlashCopy
relationship and reads from the target according to the FlashCopy bitmap are either derived
from the target if the track has already been copied or are redirected to the source.

FlashCopy Bitmap

\___SOUI'CG Writes ’.:Target IO ERRE
] N‘“ pEE
m| \ > :J 11
. 1 1
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Attempts to write data [EHlalready copied proceed as normal

Attempts to write a source track not already copied [J intercepted and
source track copied to target before update occurs

Writes to the target volume Il proceed and the FlashCopy bitmap is
upldated to prevent the source track from being copied to the target
volume

Figure 1-9 FlashCopy write I/O processing

When using the default FlashCopy full-copy option, the tracks are copied from the source to
the target volume in the background, and the FlashCopy relationship ends when all tracks
have been copied. For short-lived FlashCopy relationships where the source is not changed
much over the time of the FlashCopy relationship, we recommend that you use the FlashCopy
“no-copy” option, meaning that tracks are only copied to the target if they are going to be
changed. The FlashCopy no-copy option is used typically for system backup purposes to limit
the performance impact for the production source volumes.
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To use FlashCopy, you must purchase the Point-In-Time Copy function authorization feature
for your IBM System Storage disk subsystem. FlashCopy is suitable for the following
operational environments:

» Data backup system

A FlashCopy of the production data allows the client to create backups with the shortest
possible application outage. The main reason for data backup is to provide protection in
case of source data loss due to disaster, hardware failure, software failure, or user errors.

» Production backup system

A FlashCopy of the production data allows data recovery from an older level of data.
Recovery might be necessary due to a user error or a logical application error. The
FlashCopy of the data can also be used by system operations to re-establish production in
case of any server errors.

» Test system

Test environments created by FlashCopy can be used by the development team to test
new application functions with real production data, thus speeding up the test setup
process.

» Data mining system

A FlashCopy of the data can be used for data analysis, thus avoiding performance impacts
for the production system due to long running data mining tasks.

» Integration system

New application releases (for example, SAP® releases) are likely to be tested prior to
putting them onto a production server. By using FlashCopy, a copy of the production data
can be established and used for integration tests. With the capability to reverse a
FlashCopy, a previously created FlashCopy can be used within seconds to bring back
production to the level of data it had at the time when the FlashCopy was taken.

System backups using FlashCopy

Creating regular copies of the entire DASD space can be a part of the day-to-day tasks in
order to minimize the downtime that is associated with taking backups. With FlashCopy, you
can take a copy of the entire DASD space. After you shut down your system or use the new
i5/0S V6R1 quiesce for Copy Services function to suspend your database write 1/0O, the
actual FlashCopy relationship is created in milliseconds, after which you can immediately
perform an initial program load (IPL) or resume your production system and return it to
service while you perform your backup on a second system or partition. This significantly
reduces the normal downtime for backup.

Note: The new DS8000 Release 3 space efficient FlashCopy virtualization function
allowing you to significantly lower the amount of physical storage for the FlashCopy target
volumes by thinly provisioning the target space proportional to the amount of write activity
from the host fits very well for system backup scenarios with saving to tape.

You can also make a full backup of your system by using standard i5/0S commands with or
without Save While Active (SWA). SWA requires the applications to be quiesced to some
extent. Sometimes it is faster to go into a restricted state than to wait for the SWA checkpoint
to be reached, which can take a considerable amount of time in a system with a complex
library structure. When the backup is finished, the user subsystems must be started again.

A warm FlashCopy is another recently tested possibility. This method uses a combination of
i5/0S independent auxiliary storage pools (IASPs) and FlashCopy. In this case, the system
remains active, and only the IASP or the application on the IASP is varied off. This method
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also uses the Copy Services Toolkit to automate FlashCopy and the attachment of the copied
IASP to another System i server or partition that will perform the backup.

Using FlashCopy for system build

Typically, the copy is used as a test system. Copying the whole system with FlashCopy avoids
having to do a lengthy restore from tape.

With the ability to create a complete copy of the whole environment, you have a copy on disk
that can be attached to a system or partition and you can perform an IPL normally. For
example, if you have planned a release upgrade over a weekend, you can now create a clone
of the entire environment on the same disk subsystem using FlashCopy immediately after
doing the system shutdown and perform the upgrade on the original copy. If problems or
delays occur, you can continue with the upgrade until just prior to the time that the service
needs to be available for the users. If the maintenance is not completed, you can abort the
maintenance and reattach the target copy representing the original state before the upgrade.
Alternatively, you can do a FlashCopy fast reverse restore from the original production copy on
the target volumes back to your production source LUNs and do a normal IPL, rather than
having to do a full system restore.

Cloning a system can save a lot of time, not only for total system backups in connection with
hardware or software upgrades, but also for other things such as creating a new test
environment.

FlashCopy and single-level storage

In the case of FlashCopy, you can avoid object damage completely only by turning off the
System i server or partition or varying off the IASP. Running FlashCopy is a fast task (taking
only a few milliseconds). The IPL processing of an i5/0S instance can also be fast (taking 15
minutes), but you must consider the ending and restarting of the application. Application end
and restart can be relatively quick (5 to 10 minutes), but when added together, this time is
often too long for a 24x7 operation.

With the new i5/0S V6R1 quiesce for Copy Services function, you can eliminate damage for
database objects by suspending the database 1/O activity for either *“SYSBAS or an IASP.
Using this new function system, shutting down or varying off the IASP is not required before a
taking a FlashCopy. The quiesce operation is not able to stop all System i host I/O, but it
ensures the consistency of the database and avoids a lengthy database recovery when
IPLing your system or varying on your IASP from the FlashCopy target volumes. The IPL or
vary on of the FlashCopy target will still be abnormal, as though it would be taken with the
application still running, which is called a warm flash. Using the quiesce function does not
give a clean FlashCopy, which can still be achieved only with by shutting down the system or
varying off the IASP. However, it ensures database consistency, can be an acceptable
solution, and is much more favorable than performing a warm flash. For further information,
refer to 15.1, “Using i5/0S quiesce for Copy Services” on page 432.

1.6.2 Metro Mirror and Global Mirror solutions
Metro Mirror is the process by which a second copy is maintained on a second storage

system. Metro Mirror uses synchronous data replication, which makes it impractical to use it
over extended distances.
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Synchronous mirroring means that each update to the source storage unit must also be
updated in the target storage unit before the host gets the acknowledgement for the 1/0 to be
complete. This update results in near perfect data consistency but can result in lag time
between transactions. Metro Mirror copying supports a maximum distance of 300 km (186
miles). Delays in response times for Metro Mirror are proportional to the distance between the
volumes. However, 100% of the source data is available at the recovery site when the copy
operation is stopped.

Global Mirror processing provides a long-distance remote copy solution across two sites for
open systems, z/OS®, or both open systems and z/OS data using asynchronous replication
technology. Therefore, an additional copy of the data is required.

The Global Mirror function is designed to mirror data between volume pairs of a storage unit
over greater distances without affecting overall performance. It is also designed to provide
application consistent data at a recovery (or remote) site in case of a disaster at the local site.
By creating a consistent set of remote volumes every few seconds, this function addresses
the consistency problem that can be created when large databases and volumes span
multiple storage units. With Global Mirror, the data at the remote site is maintained to be a
point-in-time consistent copy of the data at the local site.

Global Mirror is based on existing Copy Services functions: Global Copy and FlashCopy.
Global Mirror operations periodically invoke a point-in-time FlashCopy at the recovery site, at
regular intervals, without disrupting the 1/O to the source volume. Such operations result in a
regular updating, nearly current data backup. Then, by grouping many volumes into a Global
Mirror session, which is managed by the master storage unit, you can copy multiple volumes
to the recovery site simultaneously while maintaining point-in-time consistency across those
volumes.

Global Mirror processing is most often associated with disaster recovery or preparing for
disaster recovery. However, you can also use it for everyday processing and data migration.

Consider using Global Mirror processing for the following reasons:

» Support for virtually unlimited distances between the local and remote sites, with the
distance typically limited only by the capabilities of your network and the channel
extension technology.

This unlimited distance enables you to choose your remote site location based on
business needs and enables site separation to add protection from localized disasters.

» A consistent and restartable copy of the data at the remote site, created with minimal
impact to applications at your local site.

» Data currency, where your remote site might lag behind your local site by three to five
seconds, minimizing the amount of data exposure in the event of an unplanned outage.

The actual lag in data currency that you experience can depend upon a number of factors,
including specific workload characteristics and bandwidth between the local and remote
sites.

» Session support whereby data consistency at the remote site is internally managed across
up to eight storage units that are located across the local and remote sites.

» Efficient synchronization of the local and remote sites with support for failover and failback
modes, helping to reduce the time that is required to switch back to the local site after a
planned or unplanned outage.
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1.6.3 System i Copy Services usage considerations

In this section, we discuss some of the considerations to keep in mind when using Copy
Services for System i.

FlashCopy usage considerations

Before i5/0S V6R1, using FlashCopy required that you shut down the system or vary off the
IASP before creating a system or IASP image with FlashCopy to ensure that all of the
modified data in main memory is flushed to disk.

Note: With the new i5/0S V6R1 quiesce for Copy Services function, shutting down the
system or varying off the IASP are no longer required before taking a FlashCopy.

For further information about the new i5/0S V6R1 quiesce for Copy Services function, refer to
15.1, “Using i5/0S quiesce for Copy Services” on page 432.

Importance of using i5/0S journaling

Unlike taking controlled point-in-time copies using FlashCopy after a controlled quiesce or
power down, with Metro Mirror and Global Mirror, which are constantly updating the target
copy, you cannot be assured of having a clean starting point in a disaster scenario where the
copy process was interrupted suddenly. There is no chance to preempt a disaster event with
by shutting down the source system to flush objects from main storage. This issue applies to
all environments, regardless of whether IASPs are used or not.

With both Metro Mirror and Global Mirror, you have a restartable copy, but the restart point is
at the same point that the original system would be if an IPL was performed after the failure.
The result is that all recovery on the target system includes abnormal IPL recovery. It is
critical to employ application availability techniques such as journaling to accelerate and
assist the recovery.

Important: As with all System i availability techniques, it is important to use i5/0S
journaling to ensure that, even if objects remain in main memory, the journal receiver is
written to disk. Consequently, it is copied to the disaster recovery site using Metro Mirror or
Global Mirror and will be available on the disaster recovery server to apply changes to the
database when the system is started.

With Metro Mirror, the recovery point is the same as the point at which the production system
failed, that is a recovery point objective of zero (last transaction) is achieved. With Global
Mirror, the recovery point is where the last consistency group was formed. By default Global
Mirror consistency groups are formed continuously, as often as the environment allows,
depending on the bandwidth and write 1/O rate.

Consistency group: A consistency group is a function that can help create a consistent
point-in-time copy across multiple logical unit numbers (LUNSs) or volumes, and even
across multiple IBM System Storage DS8000 systems.
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Points to remember about copying the entire DASD space

Remember that copying the entire DASD space creates a copy of the whole source system.
Thus, you must take into consideration the following points:

The copy is an exact copy of the original source system in every respect.
The system name and network attributes are identical.

The TCP/IP settings are identical.

The BRMS network information is identical.

User profiles and passwords are identical.

The Job Schedule entries are identical.

Relational database entries are identical.

YyVVyVYyVYVYYVYY

You should be extremely careful when you activate a partition that has been built from a
complete copy of the DASD space. In particular, you have to ensure that it does not connect
automatically to the network, which can cause substantial problems within both the copy and
its parent system.

You must ensure that your copy environment is customized correctly before attaching it to a
network. Remember that booting from a SAN and copying the entire DASD space is not a
high-availability solution, because it involves a large amount of subsequent work to make sure
that the copy works in the environment where it is used.

1.6.4 System i Copy Services management solutions

There are different management tools available for IBM System Storage DS8000, DS6000™,
or ESS model 800 Copy Services (see Figure 1-10 on page 25). Configuration tool for the
native IBM System Storage DS® family exist, such as DS command-line interface (DS CLI),
the DS Storage Manager GUI, and System Storage Productivity Center for Replication. From
the System i perspective, these tools are stand-alone Copy Services management tools that
provide no integration with System i clustering. Consequently, these tools are suitable for
managing Copy Services with System i only for full-system disaster recovery solutions but not
for System i disaster recovery and high-availability solutions using System i clustering with
switchable independent ASPs.

The new i5/0S V6R1 High Availability Solutions Manager (HASM) or the System i Copy
Services Toolkit are System i Copy Services management tools that provide a set of functions
to combine PPRC, IASP, and i5/OS cluster services for coordinated switchover and failover
processing through a cluster resource group (CRG), which is not provided by stand-alone
Copy Services management tools such as System Storage Productivity Center for
Replication or DS CLI. Both HASM and the toolkit require that you have installed i5/0S option
41 (HA switchable resources) and DS CLI on each system that participates in your high
availability recovery domain. They provide the benefit of the Remote Copy function and
coordinated switching of operations, which gives you good data resiliency capability if the
replication is done synchronously.

Note: Using independent ASPs with Copy Services is only supported with using either
HASM or the System i Copy Services Toolkit and a pre-sale and pre-install Solution
Assurance Review is highly recommended or required.
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System i Copy Services Toolkit

Fully automated solution for i5/0S
Clustering and Copy Services management
Easy to use Copy Services setup scripts
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CL commands and GUI interface for i5/0S clustering &
Copy Services management

System Storage Productivity Center for Replication
Stand-alone storage Copy Services management using GUI & CSMCLI

DS command-line interface (DS CLI)
Stand-alone storage and Copy Services setup

Figure 1-10 Enhanced functionality of integrated System i Copy Services Management Tools

Sy

stem Storage Productivity Center for Replication

Although System Storage Productivity Center for Replication provide no integration with
System i, it reduces the complexity of Copy Services management by introducing the concept
of copy sets and sessions:

| 2

| 2

Copy sets represent volumes from the same type of Copy Services relationship that have a
copy of the same data like either source and target of a FlashCopy volume pair or A, B,
and C volumes of a Global Mirror volume relationship.

Sessions are container entities for grouping copy sets together, for example on an
application or host level, for easier management and achieving data consistency.
Figure 1-11 shows an example of the sessions panel from the System Storage
Productivity Center for Replication GUI.
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Figure 1-11 System

Storage Productivity Center for Replication GUI: Sessions overview panel
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System Storage Productivity Center for Replication implements Metro Mirror data consistency
based on PPRC consistency groups and issuing a freeze operation triggered by a PPRC
failure condition. By issuing a freeze operation against all logical subsystems (LSS) in the
session, write 1/0 to all primary volumes of the session is temporarily halted, the primary
volumes are suspended, and PPRC paths are removed to ensure crash-like data consistency
at the secondary site. With the IBM System Storage disk subsystem sending a SNMP trap
200 for a PPRC consistency group volume pair error automation software can be used to
unfreeze automatically the primary volumes or to initiate a failover to the secondary site.
However, this kind of automation is not applicable for System i because of its single-level
storage architecture, which makes no use of the IBM System Storage SNMP messages.

i5/0S High Availability Solution Manager

IBM System i HASM is a new i5/0S V6R1 licensed program (5761-HAS) that provides a GUI,
a command-line interface, and APIs for configuring and managing System i high-availability
solutions using IASPs on either System i internal or external storage.

HASM combined with i5/0S cluster version 6 is the first end to end complete native and fully
integrated i5/0S high availability solution. For managing external storage Copy Services
HASM provides similar functionality to the System i Copy Services Toolkit. However
compared to the Toolkit, HASM supports IASPs only, that is no full-system Copy Services,
does not provide the Toolkit’s Copy Services setup scripts to ease setting up the external
storage Copy Services configuration and does not provide the level of switch-over automation
with included PPRC state error checking.

You can implement high availability with the HASM GUI integrated in IBM Systems Director
Navigator for i5/0S using either a solution-based approach or a task-based approach. The
solution-based approach accessible from the High Availability Solutions Manager GUI
navigation tree item guides you through verifying your environment as well as setting up and
managing your chosen solution. Currently the solution-based approach supports the following
configurations:

v

Switched disk between logical partitions

Switched disk between systems

Switched disk with Geographic Mirroring (3-site solution)
Cross-site mirroring with Geographic Mirroring

vvyy

Solutions using external storage Copy Services for replicating an IASP are supported only
using the task-based approach which allows you to design and build a customized
high-availability solution for your business, using primarily the IBM Systems Director
Navigator for i5/0S Cluster Resource Services and Disk Management interfaces.
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Figure 1-12 shows the HASM GUI with the solution-based approach selected.
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Figure 1-12 HASM GUI integrated in IBM Systems Director Navigator for i5/0S

System i Copy Services Toolkit

The System i Copy Services Toolkit is a services offering from IBM STG lab services that was
developed by IBM Rochester. It blends two technologies, using the System i availability
architecture that is provided by IASPs along with the advanced functions that are provided by
IBM System Storage Copy Services FlashCopy, Metro Mirror, and Global Mirror. The toolkit is
a combination of management software to control the IASP environment and the services to
implement it. It provides a fully-automated solution for System i and Copy Services
management covering clustering with data CRGs, switch-/failover and also Copy Services
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setup using provided scripts for DS CLI on i5/0S (see Figure 1-13). A customized extension
is available for the toolkit to support a three-site synchronous/asynchronous external storage
data replication solution similar to Metro Global Mirror.

CS Environment Stream Files

Type options; 2=Change, 4=Delete, 5=Display, 9=Run, press Enter.

Opt Stream file name IFS directory
o pprc_PS.profile /QIBM/Qzrdiash5/profiles/PYSHT
_ pprc_ PT.profile /QIBM/Qzrdiash5/profiles/PYSHT
_ failoverpprc_to PS.result /QIBM/Qzrdiash5/scripts/PYSHT
-~ failoverpprc to PS.script /QIBM/Qzrdiash5/scripts/PYSHT
_ failoverpprc to PT.script /QIBM/Qzrdiash5/scripts/PYSHT
-~ lspprc_PS.result /QIBM/Qzrdiash5/scripts/PYSHT
. lspprc_ PS.script /QIBM/Qzrdiash5/scripts/PYSHT
_ lspprc PT.result /QIBM/Qzrdiash5/scripts/PYSHT
_ lspprc_ PT.script /QIBM/Qzrdiash5/scripts/PYSHT
-~ lspprcpath PS.script /QIBM/Qzrdiash5/scripts/PYSHT
- lspprcpath PT.result /QIBM/Qzrdiash5/scripts/PYSHT
o lspprcpath PT.script /QIBM/Qzrdiash5/scripts/PYSHT
. mkpprc_ from PS.script /QIBM/Qzrdiash5/scripts/PYSHT
_ pausepprc_wrkvol PS.result /QIBM/Qzrdiash5/scripts/PYSHT
_ pausepprc_wrkvol PS.script /QIBM/Qzrdiash5/scripts/PYSHT

More...

Command

===>

Fl=Help F3=Exit F4=Prompt Fl2=Cancel

Figure 1-13 CS Toolkit: Copy Services scripts

Additionally a full-system FlashCopy Toolkit is available as a solution for FlashCopy backup
automation from an i5/0S management LPAR through the HMC SSH interface. It completely
automates the actual save process and is fully integrated with the BRMS steps for full system
backups. That is, it will lock the production BRMS configuration before the flash and replicate
the data back to production after the flash.

Both toolkit versions provide the Copy Services environment panels to manage FlashCopy
and either full-system or IASP Metro Mirror or Global Mirror (see Figure 1-14), which can be
used to manage a PPRC site switch-over for non-i5/OS systems.

(] haéb - [24 x 80] [=) <
Fle Edit View Communication Actons Window Help
By 2% @) wl | &t I @
Hork with GMIR Environment
E&vironment GHMIR1 GMIR Status Running
Direction Normal PPRC Status Running
Select one of the following:
2. Pause
3. Resume
4. Failover
5, Symmetrical switchover
12. Work with ¥olumes
14. List Stream files
Selection
Fil=Help F3=Exit F5=Refresh Status Fi12=Cancel
MAR a 21/007
" 1902 - Session successfully started Y

Figure 1-14 CS Toolkit: Work with Global Mirror Environment panel
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For more information about the toolkit, contact the High Continuous Availability and Cluster
group within the IBM System i Technology Center (iTC) by sending e-mail to
rchclst@us.ibm.com or IBM System Storage Advanced Technical Support.
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System i external storage
solution examples

In this chapter, we discuss possible scenarios where System i environments and IBM System
Storage DS solutions are connected. We start by providing basic examples for a 1-site local
solution with using System i external storage optionally together with IASPs for high
availability (HA) and FlashCopy for backup. Then, we discuss 2-site solutions that take
advantage of remote data replication to a secondary site for disaster recovery (DR) and high
availability. Using these example environments can guide you through the planning and
implementation of external storage for i5/0S and the System i platform.

© Copyright IBM Corp. 2008. All rights reserved. 31



2.1 One-site System i external storage solution examples

Attaching an external disk to a System i platform is a relatively simple task if those who are
performing the task understand the i5/0OS operating system environment, the external storage
environment, and the storage area network (SAN). The following sections show 1-site
solution examples of implementing IBM System Storage DS8000, DS6000, or ESS model
800 external storage with System i.

2.1.1 System i5 model and all disk storage in external storage

32

In this scenario, the System i model has all its disk storage, including the load source, in the
external storage server. Such a boot from SAN configuration is available only to HMC
managed System i POWERS5 or later servers and IBM System Storage model 800, DS6000
and DS8000 series. For further information about boot from SAN requirements, refer to 3.2.1,
“Planning considerations for boot from SAN” on page 54)

Figure 2-1 shows the simplest example. The i5/0S load source is a logical unit number (LUN)
in the DS model. To avoid single-points of failure for the storage attachment i5/0S
multipathing should be implemented to the LUNSs in the external storage server.

Note: With i5/0S V6R1 and later, multipathing is also supported for the external load
source unit.

Prior to i5/0S V6R1 the external load source unit should be mirrored to another LUN on the
external storage system to provide path protection for the load source. The System i model is
connected to the DS model with Fibre Channel (FC) cables through a storage area network
(SAN).

Load Source

Fiber Storage
Area Network

Figure 2-1 System i5 model and all disk storage in external storage
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The FC connections through the SAN switched network are either through direct FC local
connections or through a dark fiber up providing up to 10 km distance. Figure 2-2 is the same
simple example, but the System i platform is divided into logical partitions (LPAR). Each LPAR
has it own mirrored pair of LUNs in the DS model.

LPAR 1 LPAR 2 LPAR 3

Fiber Storage
Area Network

Load Source «i

Figure 2-2 LPAR System i5 environment and all disk storage in external storage
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2.1.2 System i model with internal load source and external storage

This example shows the previous scenario for implementing external disk with System i
models but without boot from SAN. In this case the load source drive remains in either the
System i central electronic complex (CEC) or the expansion tower where the system is
logically partitioned. In this example, there are three logical partitions with the load source in
an expansion tower. There is a remote load source in the external storage system for
protection. Multipath can be implemented to all the LUNs in the external storage server.

Unless using switchable independent ASPs boot from SAN helps to significantly reduce the

recovery time in case of a system failure by eliminating the requirement for a manual D-type
IPL with remote load source recovery.

LPAR 1 LPAR2 LPAR 3

Load Source

N\

Fiber Storage
Area Network

Remote Load Sourc&
mirrored pair

Figure 2-3 External disk with the System i5 internal load source drive

2.1.3 System i model with mixed internal and external storage

Examples of selected environments where the internal disk is retained in the System i model
and additional disk is located in the external storage server include:

» A solution where the internal drives support *SYSBAS storage and the external storage

supports the IASP, which is similar to the example in “Metro Mirror with switchable IASP
replication” on page 42.

» A solution where the internal drives are one half of the mirrored environment and the

external storage LUNs are the other half, giving mirrored protection and distance
capability.
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» A solution that requires a considerable amount of space for archiving.

In Figure 2-4, the external disk is used typically for a user auxiliary storage pool (ASP) or
an independent ASP (IASP). This ASP disk space can house the archive data, and his
storage is fairly independent of the production environment.

Internal drives in system ASP

. Load source
in RAID set Independent ASP
or user ASP

Fiber Storage
Area Network

- ..
=

Figure 2-4 Mixed internal and external drives

It is possible to mix internal and external drives in the same ASP, but we do not recommend
this mixing because performance management becomes difficult.
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2.1.4 Migration of internal drives to external storage including load source

In this case, the customer has decided to adopt a consolidated storage strategy. The
customer must have a path to migrate from their internal drives to the new external disk. For
our example (shown in Figure 2-5), we assume the internal disk drives are all RAID protected.

Drain data to LUNs

and remove drives New Load Source

%&Replace Internal Load Source Unitdata Pair created

Load Source part
of RAID set

Fiber Storage

Area Network LUNs

Tiig

Figure 2-5 Migration from internal RAID protected disk drives to external storage

There are multiple techniques for implementing this migration.

One such technique is to add additional I/0O hardware to the existing System i model to
support the new external disk environment. This hardware can be an expansion tower, 1/0
loops (HSL or 12X), #2847 |IOP-based or POWERG6 I0P-less Fibre Channel I0As for external
load source support, other #2844 I0P-based or IOP-less FC adapters for the non-load source
volumes.

The movement of data from internal to external storage is achieved by the Disk Migration
While Active function (see Figure 2-5). Not all data is removed from the disk. Certain object
types, such as temporary storage, journals and receivers, and integrated file system objects,
are not moved. These objects are not removed until the disk is removed from the i5/0S
configuration. The removal of disk drives is disruptive, because it has to be done from DST.
The time to remove them depends on the amount of residual data left on the drive.

The removal method roughly follows this process:

1. Plan your data migration. When removing disks from the configuration, you must
understand the RAID set arrangements to maintain protection.

2. Test the draining process outside the production environment to ensure that you are
confident with the process.

Increase the load source drive to 17 GB or more, and load new operating system support.
Attach the new I/O and external storage.

Create LUNSs in external storage.

Add LUNs to i5/0S.

Use the Disk Migrate While Active function (‘MOVDTA) of the Start ASP Balance
(STRASPBAL) command on the drives that are to be drained.

N o o Mo
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8. For further details about this function, refer to IBM eServer iSeries Migration: System
Migration and Upgrades at V5R1 and V5R2, SG24-6055.

9. Perform a manual IPL to DST, and remove the disks that have had the data drained from
the i5/0S configuration.

10.Stop device parity protection for the load source RAID set.
11.Migrate the load source drive by copying the load source unit data.
12.Physically remove the old internal load source unit.

13.Change the /O tagging to the new external load source.
14.Re-start device parity protection.

For detailed information about migrating an internal load source to boot from SAN, refer to
IBM i and IBM System Storage: A Guide to Implementing External Disk on IBM i, SG24-7120.

Attention: The Disk Migrate While Active function starts a job for every disk migration.
These jobs can impact performance if many are started. If data is migrated from a disk and
the disk is not removed from the configuration, a job is started. Do not start data moves on
more drives than you can support without impacting your existing workload. Schedule the
data movement outside normal business hours.

2.1.5 Migration of an external mirrored load source to a boot load source

In this example, the System i environment is already attached to an external storage server
before the new boot from SAN support became available. Typically, in this environment, the
solution includes the internal load source that is mirrored to an external pair, which is a
similar-sized LUN in the external storage server.

This technique provides protection for the internal load source. The System i load source
drive should always be protected either by RAID or mirroring.

To migrate from a remote mirrored load source to external mirrored load source (Figure 2-6):
1. Increase the size of your existing load source to 17 GB or greater.

2. Load the new i5/0S V5R3M5 or later operating system support for boot from SAN.

3. Create the new mirrored load source pair in the external storage server.
4

. Turn off System i and change the load source 1/O tagging to the remote external load
source.

5. Remove the internal load source.
6. Perform a manual IPL to DST.

7. Use the replace configured unit function to replace the internal suspended load source
with the new external load source.

8. Perform an IPL on the new external mirrored load source.

For detailed information about migrating an internal load source to boot from SAN, refer to
IBM i and IBM System Storage: A Guide to Implementing External Disk on IBM i, SG24-7120.
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Figure 2-6 Migration of the load source to external storage

2.1.6 Cloning i5/0S

Cloning is a new concept for the System i platform since the introduction of boot from SAN
with V5R3MS5. Previously to create a new system image, you had to perform a full installation
of the SLIC and i5/0S. When cloning i5/0S, you create an exact copy of the existing i5/0S
system or partition. The copy can be attached to another System i model, a separate LPAR,
or if the production system is powered off, the existing partition or system. After the copy is
created, you can use it for offline backup, system testing, or migration.

Boot from SAN enables you to take advantage of some of the advanced features that are
available with the DS8000 and DS6000 family, such as FlashCopy. It allows you to perform a
point-in-time instantaneous copy of the data held on a LUN or group of LUNs. Therefore,
when you have a system that has only SAN LUNs with no internal drives, you can create a
clone of your system.

Important: When we refer to a clone, we are referring to a copy of a system that only uses
SAN LUNSs. Therefore, boot from SAN is a prerequisite.

2.1.7 Full system and IASP FlashCopy

FlashCopy allows you to take a system image for cloning and is also an ideal solution for
increasing the availability of a System i production system by reducing the time for system
backups.

To obtain a full system backup of i5/0S with FlashCopy, either a system shutdown or, since
i5/0S V6R1, a quiesce is required to flush modified data from memory to disk. FlashCopy
copies only the data on the disk. Therefore, a significant amount of data is left in memory, and
extended database recovery is required if the FlashCopy is taken with the system running or
not suspended.
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Note: The new i5/0S V6R1 quiesce for Copy Services function (CHGASPACT) allows you
to suspend all database I/O activity for *SYSBAS and IASP devices before taking a
FlashCopy system image eliminating the requirement to power down your system (see
15.1, “Using i5/0S quiesce for Copy Services” on page 432)

An alternative method to perform offline backups without a shutdown and IPL of your
production system is using FlashCopy with IASPs, as shown in Figure 2-7. You might
consider using an IASP FlashCopy backup solution for an environment that has no boot from
SAN implementation or that is using IASPs in anyway for high availability. Because the
production data is located in the IASP, the IASP can be varied off or because i5/0S V6R1
quiesced before taking a FlashCopy without shutting down the whole i5/0S system. It also
has the advantage that no load source recovery is required.

Note: Temporary space includes QTEMP libraries, index build space, and so on. There is a
statement of direction to allow spooled files in an IASP in the future.

Primary System i Cluster and Device Domain
System i

Backup System i
(active)

SLIC, i5/08
temporary objects
paging space, User
profiles, spool files

Sy |

1 Pointin
time copy®

Single DS8000

Figure 2-7 FlashCopy of IASP for offline backup

Planning considerations
Keep in mind the following considerations:

» You must vary off or quiesce the IASP before the FlashCopy can be taken. Customer
application data must be in an IASP environment in order to use FlashCopy. Using
storage-based replication of IASPs requires using the System i Copy Services Toolkit or
the new i5/0S V6R1 High Availability Solutions Manager (HASM) (see 1.6.4, “System i
Copy Services management solutions” on page 24)

» Disk sizing for a system ASP is important because it requires the fastest disk on the
system because this is where memory paging, index builds, and so on happen.
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» AnIPL is required of the backup system after a save to clean up the cluster management
objects on the target system.

» A separate FC I/O processor (IOP) or I/0 adapter (IOA) is required for each IASP on the
target system. For more information, contact the High Continuous Availability and Cluster
group within the IBM System i Technology Center (iTC) by sending e-mail to
rchclst@us.ibm.com.

2.2 Two-site System i external storage solution examples

We now take a closer look at some examples of 2-site solutions that maintain a copy of your
production data at a second remote site for disaster recovery (DR) and high availability (HA).

2.2.1 The System i platform and external storage HA environments

With huge demand for high available business systems, there are many instances where the
System i platform collaborates with external storage servers to take advantage of both
systems availability features and applications. The System i platform offers both RAID and
mirrored protection for its disk subsystem. This function is provided by the operating system
and I/O adapters (IOAs). Customers who have external storage can take advantage of the
i5/0S mirroring function, which gives the possibility of separation by up to 10 km, giving this
solution disaster recovery characteristics.

Figure 2-8 shows a System i model with internal drives that are one half of the mirror to an
external storage server that is at a distance with a remote load source mirror and a set of
LUNSs that are mirrored to the internal drives.

Load Source and
internal half of mirror

LUN mirrored
pairs

Fiber Storage
Area Network

I

Remote Load Source
mirrored pair

Up to 10km
A ———————————————————-

Figure 2-8 Internal to external mirroring for disaster recovery

If the production site has a disk hardware failure, the system can continue off the remote
mirrored pairs. If a disaster occurs that causes the production site to be unavailable, it is
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possible to IPL your recovery System i server from the attached remote LUNSs. If your
production system is running i5/0S V5R3MS5 or later and your recovery system is configured
for boot from SAN, it can directly IPL from the remote load source even without requiring a
remote load source recovery.

Restriction: If using i5/0S mirroring for disaster recovery as we describe, your production
system must not use boot from SAN because, at failback from your recovery to your
production site, you cannot control which mirror side you want to be the active one.

2.2.2 Metro Mirror examples

In the following sections, we describe how to use Metro Mirror in conjunction with the
System i platform.

Metro Mirror and full system replication

Metro Mirror offers synchronous replication between two DS models or between a DS and
ESS model 800. In the example shown in Figure 2-9 on page 42, two System i servers are
separated by some distance to achieve a disaster recovery solution at the second site. This is
a fairly simple arrangement to implement and manage. Synchronous replication is desirable
because it ensures the integrity of the 1/O traffic between the two storage complexes and
provides a recovery point of objective (RPO) of zero (that is, no transaction gets lost). The
data on the second DS system is not available to the second System i model while Metro
Mirror replication is active, that is it must be turned off.

The main consideration with this solution is distance. The solution is limited by the distance
between the two sites. Synchronous replication needs sufficient bandwidth to prevent latency
in the 1/0 between the two sites. I/O latency can cause application performance problems.
Testing is necessary to ensure that this solution is viable depending on a particular
application’s design and business throughput.

When you recover in the event of a failure, the IPL of your recovery system will always be an
abnormal IPL of i5/0S on the remote site.

Note: Using i5/0S journaling for Metro Mirror or Global Mirror replication solutions is highly
recommended to ensure transaction consistency and faster recovery.
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DSIESS

Mirror Recovery Site
DSIESS

Figure 2-9 Metro Mirror full-system replication

Metro Mirror with switchable IASP replication

In this example, we have the same DS configuration, but the data that we want to replicate is
in an IASP located in the DS model (see Figure 2-10). The *SYSBAS disks can be on an
internal or external storage. Both the production system and the recovery system have to be a
System i cluster device domain. The IASP is connected to the System i model through a
switchable expansion tower in a device cluster resource group (CRG). While the backup
system is powered on and can be running other applications, none of the data in the IASP
environments that are shown is available to the backup system until a switchover occurs.

Note: Replicating switchable independent ASPs to a remote site provides both disaster
recovery and high availability and is supported only with either using the System i Copy
Services Toolkit or i5/0S V6R1 High Availability Solutions Manager (HASM).
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Figure 2-10 Metro Mirror IASP replication

Using switchable IASPs with Copy Services requires either the System i Copy Services
Toolkit or the new i5/0S V6R1 High Availability Solutions Manager (HASM) for managing the
failover or switchover. If there is a failure at the production site, i5/0S cluster management
detects the failure and switches the IASP to the backup system. In this environment, we
normally have only one copy of the IASP, but we are using Copy Services technology to
create a second copy of the IASP at the remote site and provide distance.

The switchover and the recovery to the backup system are a relatively simple operation,
which is a combination of i5/0S cluster services commands and DS command-line interface
(CLI) commands. The IASP switch is cluster services passing the management over to the
backup system. The backup IASP is then varied on the active backup system. During a
disaster journal recovery attempts to recover or rollout any damaged objects. After the vary
on action completes, the application is available. These functions are automated with the

System i Copy Services Toolkit (see 1.6.4, “System i Copy Services management solutions”
on page 24).

2.2.3 Global Mirror examples

In this section we present examples of using Global Mirror with the System i platform.
Compared with Metro Mirror synchronous replication Global Mirror uses asynchronous
replication of data consistency groups to allow for long-distance replication solutions with
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guaranteeing data consistency. The design of Global Mirror prevents performance impacts to
the production host provided that enough replication link bandwidth is available.

Global Mirror and full system replication

In this example (Figure 2-11), no disk is located inside the production or backup system; all
System i disk units are provided from the DS models. This is a disaster recovery environment.
For this full-system replication scenario i5/0S clustering is not involved so there is no
switchover.

All the data on the production system is asynchronously transmitted to the remote DS model.
Asynchronous replication through Global Copy alone does not guarantee the order of the
writes, and the remote production copy will lose consistency quickly. In order to guarantee
data consistency Global Mirror creates consistency groups at regular intervals, by default as
fast as the environment and the available bandwidth allows. FlashCopy is used at the remote
site to save these consistency groups to ensure a consistent set of data is available at the
remote site which is only a few seconds behind the production site, i.e. with using Global
Mirror a recovery point objective (RPO) of only a few seconds can be achieved normally
without any performance impact to the production site.

Prod
All prod DS
data
Prod. System i or LPAR
Backup System i or
LPAR
Prod Data Fibre

Global Copy Channel

Prod Data ——
Flash Copy wicG PR

&y

Figure 2-11 Global Mirror and the System i5 platform

This is an attractive solution because of the extreme distances that can be achieved with
Global Mirror. However, it requires a proper sizing of the replication link bandwidth to ensure
the RPO targets can be achieved, and testing should be performed to ensure the resulting
image is usable.

Global Mirror and switchable IASP replication

Global Mirror and switchable IASPs offer a new and exciting opportunity for a highly available
environment. It enables customers to replicate their environment over an extremely long
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distance without the use of traditional i5/0OS replication software. This environment comes in
two types, asymmetrical and symmetrical.

While Global Mirror can entail a fairly complex setup, the operation of this environment is
simplified for i5/0S with the use of the System i Copy Services Toolkit, automating the
switchover and failover or the IASP from production to backup.

Asymmetrical replication

The configuration shown in Figure 2-12 provides both availability switching between the
production system and the backup system. It also provides disaster recovery between either
the production system or backup system, depending on which system has control when the
disaster occurs, and the disaster recovery system. With the asymmetrical configuration, only
one consistency group is setup, and it resides at the remote site. This means that you cannot
do regular role swaps and reverse the 1/O direction (disaster recovery to production).

In a normal operation, the IASP holds the application data and runs varied on to the
production system. I/O is asynchronously replicated through Global Copy to the backup DS
model maintaining a copy of the IASP. At regular intervals, FlashCopy is used to save the
consistency groups created at repeated intervals by the Global Mirror algorithm. The
consistency groups can be only a few seconds behind the production system, offering the
opportunity for a fast recovery.
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Figure 2-12 Global Mirror with asymmetrical IASP

Two primary operations can occur in this environment: switchover from production to backup
and failover to backup. Switchover from production to backup does not involve the DS models
in the previous example. It is simply a matter of running the System i Copy Services Toolkit
switch PPRC (swpprc) command on the production system. The switch PPRC command
varies off the IASP from the production system and varies it on to the backup system.
Stopping the application on the production system and restarting it on the backup system
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must also be considered in a switchover. This can be either a planned event where users
simply log off, or it can be required for a programmatic activity to force users from the system.
Both events can be automated with the use of i5/0S cluster resource group (CRG) exit
programs.

The failover to backup configuration change is after a failure. In this case, you run the failover
PPRC command (failoverpprc) on the backup system. Running this command allows the
disaster recovery system to take over the production role, vary on the copy IASP as though it
were the original, and restart the application. During vary on processing, journal recovery
occurs. If the application does not use journaling, the vary on process is considerably long
because the recovery process can fail due to damage and unrecoverable objects. You can
restore these objects from backup tapes, but some data integrity analysis needs to occur,
which can delay users who are allowed to access the application. This is similar to a disaster
crash on a single system, where the same recover process needs to occur.

Symmetrical replication

In this configuration, an additional FlashCopy consistency group is created on the source
production DS model. It provides all the capabilities of asymmetrical replication, but adds the
ability to do regular role swaps between the production and disaster recovery sites. When the
role swaps occur with a configuration as shown in Figure 2-13, the backup system does not
provide any planned switch capability for the disaster recovery site.
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Figure 2-13 Metro Mirror symmetrical replication

In this configuration, there are multiple capabilities, local planned availability between the
production and backup, and role swap or disaster recovery between the production and
disaster recovery site. The planned availability switch between production and backup is the
same as described in “Asymmetrical replication” on page 45, which does not involve the DS
models.
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If you are going to do a role swap between the production system and the disaster recovery
site, you must also work with the DS models. Role swap involves the reversal of the flow of
data between production DS and disaster recovery DS. While this is more complex, the tasks
can be simply run from DS CLI and scripts. Either the System i Copy Services Toolkit or the
i5/0S V6R1 High Availability Solutions Manager (HASM) is required for this solution. For
more information about these System i Copy Services management tools, refer to 1.6.4,
“System i Copy Services management solutions” on page 24.

2.2.4 Geographic mirroring with external storage

The geographic mirroring function of i5/0OS cross-site mirroring (XSM) provides the ability to
move a mirrored copy of data considerable distances from the production site. This removes
the previous internal drive limitation of the copies only being separated by the maximum
distance of the HSL copper or optical loops.

Figure 2-14 shows the internal drive solution for XSM. The replication between the source
and target system is TCP/IP based, so considerable distance is achievable. Figure 2-14 also
shows a local backup server, which enables an administrative (planned) switchover to occur if
the primary system should need to be made unavailable for maintenance.

Primary

Figure 2-14 Geographic mirror with internal drives
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Figure 2-15 shows a combination of the two disk technologies, with internal drives for the
system ASP on each server with the IASPs located in the external storage server. In this
instance, the expansion tower attached to the external disk storage becomes the switchable
resource. Therefore, any I/O hardware that is needed by the source server should not be
located in this tower. Functionally, this solution is the same as the internal solution.

If the load source and system base are located in the external storage system, it is possible to
have all disks within the external storage system. Separation of the *SYSBAS LUNs and the
IASP LUNs and switchable tower are done at the expansion tower level.
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Figure 2-15 Geographic mirroring with a mix of internal and external drives
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Part 2

Planning and sizing

In this part, we explain planning and sizing considerations for external storage on System i.

This part includes the following chapters:

» Chapter 3, “i5/0S planning for external storage” on page 51
» Chapter 4, “Sizing external storage for i5/0S” on page 89

© Copyright IBM Corp. 2008. All rights reserved.
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i5/0S planning for external
storage

In this chapter, we discuss important planning considerations for setting up your i5/0S
environment with Fibre Channel attached external IBM System Storage disk subsystems.

Good planning is essential for the successful setup and use of your server and storage
subsystems. It ensures that you have met all of the prerequisites for your server and storage
subsystems and everything you need to gain advantage from best practices for functionality,
redundancy, performance, and availability.

Continue to use and customize the planning and implementation considerations based on
your hardware setup and as recommended through the IBM Information Center
documentation that is provided. Do not use the contents in this chapter as a substitute for
completing your initial server setup (IBM System i or IBM System p® with i5/0S logical
partitions), IBM System Storage subsystems, and configuration of the Hardware
Management Console (HMC).
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3.1 Planning for external storage solutions

To plan the implementation of ESS 800, DS6000, or DS8000 series correctly with the System
i platform, you must plan for the solution that you want to implement. The solutions can vary,
based on application and overall business continuity requirements. Some of these solutions

are:

» Implement a SAN solution instead of integrated internal storage.

» Implement a disaster recovery solution by enabling IBM System Storage Copy Services
functions for Disk Storage (DS).

» Minimize batch or backup job window using DS FlashCopy to provide a point-in-time
replica of your source data.

» Implement a combination of the previous solutions to achieve disaster recovery and
business continuity goals.

For example, you might want to use DS6000 or DS8000 storage for i5/0S, AIX®, and Linux,
which reside on your System i servers. You might want to also implement a disaster recovery
solution with Remote Mirror and Copy features, such as IBM System Storage Metro Mirror or
Global Mirror, as well as plan to implement FlashCopy to minimize the backup window.
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The flowchart in Figure 3-1 can assist you with the important planning steps that you need to
consider based on your solution requirement. We strongly recommend that you evaluate the
flow in this diagram and create the appropriate planning checklists for each of the solutions.
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Figure 3-1 Pre-order planning

When planning for external storage solutions review the following planning considerations:
» Evaluate the supported hardware configurations.

» Understand the minimum software and firmware requirements for i5/0S, HMC, system
firmware, and microcode for the ESS Model 800, DS6000, and DS8000 series.

» Understand additional implementation considerations, such as multipath 1/O, redundancy,
and port setup on the storage subsystem.
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3.2 Solution implementation considerations

You need to consider multiple implementation considerations. The considerations vary based
on the solution that you are trying to implement. In the following section, we highlight some of
the important planning and implementation considerations in the following areas:

Boot from SAN

i5/0S multipath Fibre Channel attachment
IBM System Storage Copy Services
Storage consolidation from different servers
SAN connectivity

Capacity

Performance

vyVVyVYyVYVYVYYyY

3.2.1 Planning considerations for boot from SAN

The deployment of boot support for the Fibre Channel (FC) i5/0S load source requires you to
have minimum hardware and software configurations. In this section, we guide you through
the required installation planning considerations when enabling boot from SAN support with
the i5/0S load source being external within IBM System Storage disk subsystems.

Note that boot from SAN is required only if you are planning to externalize your i5/0S load
source completely and to place all disk volumes that belong to that system or LPAR in the
IBM System Storage subsystem. You might not need boot from SAN if you plan to use
independent auxiliary storage pools (IASPs) with external storage, where the system objects
(*SYSBAS) could remain on System i integrated internal storage.

The new System i POWERG IOP-less Fibre Channel cards 5749 or 5774 support boot from
SAN for Fibre Channel attached IBM System Storage DS8000 models and tape drives. Refer
to Table 3-1 and Table 3-2 for the minimum hardware and software requirements for IOP-less
Fibre Channel and to 3.2.2, “Planning considerations for i5/OS multipath Fibre Channel
attachment” on page 57 for further configuration planning information.

The 2847 1/O processor (IOP) introduced with the i5/0S V5R3M5 |IOP-based Fibre Channel
boot from SAN support is intended only to support boot capability for the disk unit of the FC
i5/0S load source and up to 31 additional LUNS, in addition to the load source, attached using
a 2766, 2787, or 5760 FC disk adapter. This IOP cannot be used as an alternate IPL device
for booting from any other devices, such as a DVD-ROM, CD-ROM, or integrated internal load
source. Also, the 2847 IOP cannot be used as a substitute for 2843 or 2844 I0P to drive
non-FC storage, LAN, or any other System i adapters.

Important: The IBM Manufacturing Plant does not preload i5/0S and licensed programs
on new orders or upgrades to existing System i models when the 2847 IOP is selected.
You must install the system or partitions using the media that is supplied with the order,
after you complete the set up the ESS 800, DS6000, or DS8000 series.
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For information about more resources to assist with planning and implementation tasks, see

“Related publications” on page 479.

Minimum hardware requirements for IOP-less Fibre Channel

Table 3-3 highlights the minimum hardware configuration required for IOP-less Fibre Channel

attachment of external disk storage subsystems. These attachment requirements implicitly

include all the hardware requirements for boot from SAN with IOP-less Fibre Channel.

Table 3-1 Minimum IOP-less boot from SAN hardware requirements

Requirement

Complete

System i POWERSG server with PCle or PCI-X I/O slots to support the I/0O adapter (I0A)
requirements

5749 or 5774 Dual-port IOP-less Fibre Channel Disk Adapter (IOA) for attaching i5/0S
storage to DS8000 series

HMC attached to a System i POWERG6 model

IBM System Storage DS8000 series?

Storage capacity in DS8000 series to define a LUN for the loadsource unit (with boot
from SAN only)

a. No DS6000 and no ESS models are supported for System i IOP-less Fibre Channel.

Minimum software requirements for IOP-less Fibre Channel

When planning to use IOP-less Fibre Channel for SAN external disk storage, refer to
Table 3-2 for the minimum required levels of software. These attachment requirements
implicitly include all the software requirements for boot from SAN with IOP-less Fibre

Channel.

Table 3-2 Minimum IOP-less boot from SAN software requirements

Requirement

Complete

i5/0S Version 6 Release 1 Modification 0 (V6R1MO)

HMC firmware V7.3.1

DS8000 microcode V2.4.3 However, we strongly recommend that you to install the
latest level of FBM code available at the time of installation. Contact your IBM System
Storage specialist for additional information.

Minimum hardware requirements for IOP-based boot from SAN
Table 3-3 highlights the minimum hardware configuration required to enable 2847 IOP-based

boot support for an FC i5/0S load source.

Table 3-3 Minimum IOP-based boot from SAN hardware requirements

Requirement

Complete

2847 0P for each server instance that requires a load source or for each LPAR that is
enabled to boot i5/0S from Fibre Channel load source?

When using i5/0S prior to V6R1 we recommend that the FC i5/0S load source is
mirrored using i5/0S mirroring at an IOP level, with the remaining LUNs protected with
i5/0S multipath 1/O capabilities. For IOP-level redundancy, you need at least two 2847
IOPs and two FC adapters for each system image or LPAR.
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Requirement Complete

System i POWERS5 or POWERS6 model, for POWERS I/O slots in the system unit,
expansion drawers or towers to support the IOP and I/O adapter (IOA) requirements,
for POWERSG6 IOPs are only supported in HSL loop attached supported expansion
drawers or towers

System p models for i5/0S in an LPAR (9411-100) with 1/O slots in expansion drawers
or towers to support the IOP and IOA requirements

2766, 2787, or 5760 Fibre Channel Disk Adapter (IOA) for attaching i5/OS storage to
ESS 800, DS6000, or DS8000 series®

HMC attached to a System i or p model

IBM System Storage DS8000, DS6000 or Enterprise Storage Server® (ESS) 800
series

A PC workstation to install DS6000 Storage Manager

The PC must be in the same subnet mask as the DS6000. The PC configuration must
have a minimum of 700 MB disk, 512 MB of memory, and Intel® Pentium® 4 1.4 Ghz
or more processor configuration.

Additional storage capacity in ESS 800, DS6000 or DS8000 series, to define an
additional LUN for mirroring the loadsource unit

a. The 2847 IOP is not supported on iSeries Models 8xx, any previous iSeries or AS/400 models,
or any OEM hardware. Prior to i5/0S V6R1 the 2847 IOP does not support multipath for the
i5/0S load source unit, but supports multipath for all other LUNs attached to this IOP.

b. Each adapter requires a dedicated I/O processor. Use the 2847 IOP where one of the LUNs is
an i5/0S load source. Use the 2844 PCI-X I/O processor for attaching additional LUNs through
the 2766, 2787, or 5760 IOA. You cannot use the 2847 IOP as a substitute IOP to connect any
other components.

c. If multiple IP addresses are on the same DS6000 Storage Manager management console, the
first network adapter must be on the same subnetwork as the DS6000.

Minimum software requirements for IOP-based boot from SAN

When planning to install the 2847 IOP, you must consider several updates that need to be
completed on the server, HMC, and system firmware. Table 3-4 lists the minimum levels of
software that are required to enable support for the FC i5/0S load source using 2847 IOP.

Table 3-4 Minimum IOP-based boot from SAN software requirements

Requirement Complete

i5/0S Licensed Internal Code (LIC): V5R3MS5 (level RS 535-A or later)

i5/0S Version 5 Release 3 Modification 0 (V5R3MO0) Resave (level RS 530-10 or later)

Program temporary fixes (PTFs) i5/0S and LIC: MF33328, MF33845, MF33437,
MF33303, S114550, SI14690, SI114755, or their supersedes

System Firmware for System i or System p servers V2.3.5 or later

HMC Firmware V5.1 or later

DS6000 microcode: We strongly recommend that you install the latest level of Field Bill
Material (FBM) code available at the time of installation. Go to the following Web page,
and click Downloadable files to obtain more information about DS6000 microcode:
http://www-03.ibm.com/servers/storage/support/disk/ds6800/downloading.html

DS6000 Storage Manager
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Requirement Complete

DS8000 microcode. We strongly recommend that you to install the latest level of FBM
code available at the time of installation. Contact your IBM System Storage specialist
for additional information.

ESS 800: 2.4.3.35 or later

3.2.2 Planning considerations for i5/0S multipath Fibre Channel attachment

Important: With i5/0S V6R1, multipath is now supported also for an external load source
disk unit for both the older 2847 I0P-based and the new IOP-less Fibre Channel adapters.

The new multipath function with i5/0S V6R1 eliminates the need with previous i5/0S
V5R3M5 or V5R4 versions to mirror the external load source merely for the purpose of
achieving path redundancy (see 5.10, “Protecting the external load source unit” on page 215).

Originally multipath support was added for System i external disks in V5R3 of i5/0S. Other
platforms have a specific software component, such as the Subsystem Device Driver (SDD).
Multipath is part of the base operating system. With V5R3 and later, you can define up to
eight connections from multiple I/O adapters on an iSeries or System i server to a single
logical volume in the DS8000, DS6000 or ESS. Each connection for a multipath disk unit
functions independently. Several connections provide redundancy by allowing disk storage to
be used even if a single path fails.

Multipath is important for the System i platform because it provides greater resilience to
storage area network (SAN) failures, which can be critical to i5/0S due to the single-level
storage architecture. Multipath is not available for System i internal disk units, but the
likelihood of path failure is much less with internal drives because there are fewer interference
points. There is an increased likelihood of issues in a SAN-based 1/O path because there are
more potential points of failure, such as long fiber cables and SAN switches. There is also an
increased possibility of human error occurring when performing such tasks as configuring
switches, configuring external storage, or applying concurrent maintenance on DS6000 or
ESS, which might make some I/O paths temporarily unavailable.

Many System i customers still have their entire environment on the system or user auxiliary
storage pools (ASPs). Loss of access to any disk causes the system to enter a freeze state
until the disk access problem gets resolved. Even a loss of a user ASP disk will eventually
cause the system to stop. Independent ASPs (IASPs) provide isolation so that loss of disks in
the IASP only affect users who access that IASP while the remainder of the system is
unaffected. However, with multipath, even loss of a path to disk in an IASP will not cause an
outage.

Prior to multipath, some customers used i5/0S mirroring to two sets of disks, either in the
same or different external disk subsystems. This mirroring provided implicit dual path as long
as the mirrored copy was connected to a different IOP or I/O adapter (IOA), bus, or I/O tower.
However, this mirroring also required twice as much capacity for two copies of data. Because
disk failure protection is already provided by RAID-5 or RAID-10 in the external disk
subsystem, this was sometimes considered unnecessary.

With the combination of multipath and RAID-5 or RAID-10 protection in DS8000, DS6000, or
ESS, you can provide full protection of the data paths and the data itself without the
requirement for additional disks.
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Avoiding single points of failure

Figure 3-2 shows 15 single points of failure, excluding the System i model itself and the disk
subsystem storage facility. Failure points 9-12 are not present if you do not use an
inter-switch link (ISL) to extend your SAN. An outage to any one of these components (either
planned or unplanned) causes the system to fail if IASPs are not used or causes the
applications within an IASP to fail if IASPs are used.
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Figure 3-2 Single points of failure

When implementing multipath, provide as much redundancy as possible. At a minimum,
multipath requires two IOAs that connect the same logical volumes. Ideally, these should be
on different buses, in different I/O racks in the System i environment, and if possible, on
different high-speed link (HSL) or 12X loops. If a SAN is included, use separate switches in
two different fabrics for each path. You should also use host adapters in different 1/0O drawer
pairs in the DS6000 or DS8000 as shown in Figure 3-3.

Figure 3-3 Multipath removes single points of failure
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Unlike other systems that might support only two paths (dual-path), i5/0S V5R3 supports up
to eight paths to the same logical volumes. At a minimum, you should use two paths, although
some small performance benefits might be experienced with more paths. However, because
i5/0S multipath spreads I/O across all available paths in a round-robin manner, there is no
load balancing, only load sharing.

Configuration planning
The System i platform has three IOP-based Fibre Channel I/O adapters that support DS8000,
DS6000, and ESS model 800:

» FC 5760/ CCIN 280E 4 Gigabit Fibre Channel Disk Controller PCI-X

» FC 2787/ CCIN 2787 2 Gigabit Fibre Channel Disk Controller PCI-X (withdrawn from
marketing)

» FC 2766/ CCIN 2766 2 Gigabit Fibre Channel Disk Controller PCI (withdrawn from
marketing)

The following new System i POWERS6 IOP-less Fibre Channel I/O adapters support DS8000
as external disk storage only:

» FC 5749/ CCIN 576B 4 Gigabit Dual-Port IOP-less Fibre Channel Controller PCI-X (see
Figure 3-4)

» FC 5774/ CCIN 5774 4 Gigabit Dual-Port IOP-less Fibre Channel Controller PCle (see
Figure 3-5)

Note: The 5749/5774 I0P-less FC adapters are supported with System i POWER6 and
i5/0S V6R1 or later only. They support both Fibre Channel attached disk and tape devices
on the same adapter but not on the same port. As a new feature these adapters support
D-mode IPL boot from a tape drive which should be either direct attached or, by proper
SAN zoning, the only tape drive seen by the adapter. Otherwise, with multiple tape drives
seen by the adapter, it picks only the first one that reported in and is loaded, and if it
contains no valid IPL source, the IPL fails.

Figure 3-4 New 5749 IOP-less PCI-X Fibre Channel Disk Controller
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Figure 3-5 New 5774 PCle IOP-less Fibre Channel Disk Controller

Important: For direct attachment, that is point-to-point topology connections using no SAN
switch, the IOP-less Fibre Channel adapters support only the Fibre Channel arbitrated loop
(FC-AL) protocol. This support is different to the previous 2847 IOP-based FC adapters,
which supported only the Fibre Channel switched-fabric (FC-SW) protocol, whether direct-
or switch-connected, although other 2843 or 2844 |0P-based FC adapters support either
FC-SW or FC-AL.

All these System i Fibre Channel I/O adapters can be used for multipath.

Important: Though there is no requirement for all paths of a multipath disk unit group to
use the same type of adapter we strongly recommend to avoid mixing IOP-based and
IOP-less FC I/0O adapters within the same multipath group. In a multipath group with mixed
IOP-based and IOP-less adapters the IOP-less adapter performance would be throttled by
the lower performance IOP-based adapter due to the I/O being distributed by a round-robin
algorithm across all paths of a multipath group.

The IOP-based single-port adapters can address up to 32 logical units (LUNs) while the
dual-port IOP-less adapters support up to 64 LUNs per port.

Table 3-5 summarizes the key differences between IOP-based and IOP-less Fibre Channel.

Table 3-5 Key differences between IOP-based versus IOP-less Fibre Channel

Function I0P-based IOP-less

System i support All models (#2847 requires POWER®6 models only
POWERS or later)

A/B mode IPL (boot from SAN) | Yes (with #2847 IOP only) Yes

D mode IPL (from tape) No Yes
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Function I0P-based IOP-less

Direct-attach protocol FC-AL or FC-SW (FC-SW only | FC-AL
for boot from SAN)
Disk LUNSs per port 32 64
Max. concurrent I/Os 1 6
ESS (2105) support Yes (#2847 supports ESS No
model 800 only)
DS6000 support Yes No
DS8000 support Yes Yes
Multipath Load Source Yes (with V6R1) Yes (with V6R1)

The System i i5/0S multipath implementation requires each path of a multipath group to be
connected to a separate System i I/O adapter to be utilized as an active path. Attaching a
System i I/O adapter to a switch and going from the switch to two different storage subsystem
ports results in only one of the two paths between the switch and the storage subsystem
being used with the second path only being used in case of a failure of the first one,
sometimes referred to as backup-link and used to be a solution for higher redundancy with
ESS external storage before i5/0S multipathing became available.

It is important to plan for multipath so that the two or more paths to the same set of LUNs use
different hardware elements of connection, such as storage subsystem host adapters, SAN
switches, System i I/O towers, and high-speed link (HSL) or 12X loops.

Good planning for multipath includes:
» Connections to the same set of LUNs through different DS host cards on DS8000

» Connections to the same set of LUNs through host adapters on different processors of
DS6000

» Connections to the same set of LUNs through different SAN switches resp. fabrics

» Connections to the same set of LUNs on physically different IOA adapters, that is not
using multipath to the same set of LUNs through the same dual-port IOP-less IOA adapter

» Placement of the IOA adapter pairs in the System i I/O tower that connects to the same set
of LUNs, in different expansion towers and HSL/12X loops wherever possible

When deciding how many 1/O adapters to use, your first priority should be to consider
performance throughput of the IOA because this limit can be reached before the maximum
number of logical units. See Chapter 4, “Sizing external storage for i5/0S” on page 89, for
more information about sizing and performance guidelines.

For more information about implementing multipath, see Chapter 5, “Implementing external
storage with i5/0S” on page 181.

Multipath rules for multiple System i models or partitions

When you use multipath disk units, you must consider the implications of moving IOPs or
IOAs with multipath connections between nodes. You must not split multipath connections
between nodes, either by moving IOPs/IOAs between logical partitions (LPARs) or by
switching expansion units between systems. If two different nodes both have connections to
the same logical unit number (LUN) in the IBM System Storage disk subsystem, both nodes
might potentially overwrite data from the other node.
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System i single-level storage requires you to adhere to the following rules when you use
multipath disk units in a multiple-system environment:

» If you move an IOP with a multipath connection to a different LPAR, you must also move all
other IOPs with connections to the same disk unit to the same LPAR.

» When you make an expansion unit switchable, make sure that all multipath connections to
a disk unit switch with the expansion unit.

» When you configure a switchable independent disk pool, make sure that all of the required
IOPs for multipath disk units switch with the independent disk pool.

If a multipath configuration rule is violated, the system issues warnings or errors to alert you
of the condition. It is important to pay attention when disk unit connections are reported
missing. You want to prevent a situation where a node might overwrite data on a LUN that
belongs to another node.

Disk unit connections might be missing for a variety of reasons, but especially if one of the
preceding rules has been violated. If a connection for a multipath disk unit in any disk pool is
found to be missing during an IPL or vary on, a message is sent to the QSYSOPR message
queue.

If a connection is missing, and you confirm that the connection has been removed, you can
update Hardware Service Manager to remove that resource. Hardware Service Manager is a
tool to display and work with system hardware from both a logical and a packaging viewpoint,
an aid for debugging IOPs and devices, and for fixing failing and missing hardware. You can
access Hardware Service Manager in System Service Tools (SST) and Dedicated Service
Tools (DST) by selecting the option to start a service tool.

3.2.3 Planning considerations for Copy Services
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In this section, we discuss important planning considerations for implementing IBM System
Storage Copy Services solutions for i5/0S.

FlashCopy storage configuration considerations

When planning for a FlashCopy, implementation the following configuration guidelines from a
DS storage system perspective help you to achieve good performance and smooth
operations:

» Configure the FlashCopy source and target volumes within the same rankgroup, that is
avoid cross-cluster FlashCopy relationships with the source being on an even LSS and the
target on an odd LSS or vise versa.

» Use the same disk speed (preferably 15 KB RPM drives) for both source and target
volumes.

» Use FlashCopy with the no-background copy (no-copy) option, instead of the default
full-copy option, for short-lived FlashCopy relationships, such as for system backup to tape
to limit the performance impact to your production system.

» If for the duration of the FlashCopy relationship your host write /0O workload causes more
than about 20% of the data to be changed refrain from using space efficient FlashCopy
and use regular FlashCopy instead.

» When planning to use the new DS8000 R3 space efficient FlashCopy function carefully
size the storage space for your repository volumes to prevent running out of space
causing the relationship to fail (see 4.2.8, “Sizing for space efficient FlashCopy” on
page 104).
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Note: The first release of space efficient FlashCopy with DS8000 R3 does not allow
you to increase the repository capacity dynamically. That is, to increase the capacity,
you will need to delete the repository storage space and re-create it with more physical
capacity.

» For better space efficient FlashCopy write performance, you might consider using RAID10
for the target volumes as the writes to the shared repository volumes always have random
I/O character (see 4.2.8, “Sizing for space efficient FlashCopy” on page 104).

Planning for FlashCopy with i5/0S

The FlashCopy Copy Services function of IBM System Storage DS8000, DS6000 or ESS
essentially enables you to create an i5/0S system image as an identical point-in-time replica
of your entire storage space. This capability has become more realistic since i5/0S V5R3M5
with the advent of being able to place an i5/0S load source directly in a SAN storage
subsystem.

By using FlashCopy for creating a duplicate i5/0S system image of your production system
and IPLing another i5/0S LPAR from it running the backup to tape, you can increase the
availability of your production system by reducing or eliminating down-times for system saves.
FlashCopy can also assist you with having a backup image of your entire system
configuration to which you can rollback easily in the event of a failure during a release
migration or a major application upgrade.

Important: The new i5/0S V6R1 quiesce for Copy Services function (see 15.1, “Using
i5/0S quiesce for Copy Services” on page 432) helps to ensure that you have modified
data residing in main memory written to disks prior to creating an i5/0S image with
FlashCopy. For i5/0OS versions prior to V6R1, we recommend that you shut down the
system completely (PWRDWNSYS) before you initiate a full-system FlashCopy. Ending
subsystems or bringing the system to a restricted state does not guarantee that all
contents of main storage will be written to the disk.

Keep in mind that creating an i5/0S image through FlashCopy is a point-in-time instance and
thus should be used only for recovery of the production system only as a full backup for the
production system image. Many of the objects, such as history logs, journal receivers, and
journals, have different data history reflected in them and must not be restored to the
production system.

You must not attach any copied LUNSs to the original parent system unless they have been
used on another partition first or initialized within the IBM System Storage subsystems.
Failure to observe this restriction will have unpredictable results and can lead to loss of data.
This is due to the fact that the copied LUNs are perfect copies of LUNs that are on the parent
system. As such, the system would not be able to tell the difference between the original and
the cloned LUN if they were attached to the same system.

As soon as you copy an i5/0S image, attach it to a separate partition that will own the LUNs
that are associated with the copied image. By doing this, you make them safe to be reused
again on the parent partition.

When planning to implement FlashCopy or Remote Mirror and Copy functions such as Metro
Mirror and Global Mirror for copying of an i5/0S system consider the following points:
» Storage system licenses for use of Copy Services functions are required.

» Have a sizing exercise completed to ensure that your system and storage configuration is
capable of handling the additional I/O requests. You also need to account for additional
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memory, I/O, and disk storage requirements in the storage subsystem in addition to
hardware resources at the system side.

» Ensure that the recovery system or backup partition is configured for boot from SAN to IPL
from the copied i5/0OS load source.

» Sufficient capacity (processor, memory, I/O towers, IOPs, IOAs, and storage) is reserved
to bring up the target environment, either in an LPAR or on a separate system that is
locally available in the same data center complex.

» When restarting the environment after attaching the copied LUNs, it is important to
understand that, because these are identical copies of the LUNs in your production
environment, all of the attributes that are unique to your production environment are also
copied, such as network attributes, resource configuration, and system names. It is
important that you perform a manual IPL when you first start the system or partition so that
you can change the configuration attributes before the system fully starts. Examples of the
changes that you need to perform are:

— System Name, Local Location Name, and Default Location Name

You need to change these attributes before you restart SNA or APPC communications,
or prior to using BRMS.

Tip: You might want to create a “backup” startup program that you invoke during the
restart of a cloned i5/0S image so that you can automate many of the configuration
attribute changes that otherwise need manual intervention.

— TCPIV/IP network attributes

You need to reassign a new IP address for the new system and reconfigure any related
attributes before the cloned image is added to the network, either for performing a full
system save or for performing any read-only operations such as database queries or
report printing.

— System name in the relational database directory entry

You might need to update this entry using the WRKRDBDIRE command before you
start any database activities that rely on these attributes.

» The hardware resource configuration will not match what is on the production system and
needs to be updated prior to starting any network or tape connectivity.

» Remember that any jobs in the job queue will still be there, and any scheduled entries in
the job scheduler will also be there. You might want to clear job queues or hold the job
scheduler on the backup server to avoid any updates to the files, enabling you to have a
true point-in-time instance of your production server.

» You must understand the usage of BRMS when saving from a FlashCopy image of your
production system (see “Using Backup Recovery and Media Services with FlashCopy” on
page 64.)

Using Backup Recovery and Media Services with FlashCopy

In addition to the planning considerations discussed in the previous section, here we provide
additional considerations for using BRMS with FlashCopy for which you need to plan:

» Enable BRMS on the production system to allow use of FlashCopy on the backup system.

» During the save operation on the backup machine (after FlashCopy has completed, and
you have completed all of the IPL steps, including changes to the network attributes and
system attributes), ensure that no backups are conducted on the production system.
BRMS treats your backup as a point-in-time instance of your production system and
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maintains the BRMS network and media information across other systems that share the
media inventory.

After BRMS has completed the save operation, complete the post backup options such as
taking a full save of your QUSRBRM library and restoring it on the production system. You
can do this by using either a tape drive or FTP to transfer the save file. This step is
required to ensure that the BRMS management and media information is transferred back
to the production system before you reuse the disk space associated with the FlashCopy
instance. The restore of QUSRBRM back on the production system provides an accurate
picture of the BRMS environment on the production system, which reflects the backups
that were just performed on the clone system.

After QUSRBRM is restored, indicate on the production system that the BRMS FlashCopy
function is complete.

Important: If you have to restore your application data or libraries back on the
production system, do not restore any journal receivers that are associated with that
library. Use the OMTOBJ parameter during the restore library operation.

BRMS for V5R3 has been enhanced to support FlashCopy by adding more options that
can be initiated prior to starting the FlashCopy operation.

For more information about using BRMS with FlashCopy, see Chapter 15, “FlashCopy usage
considerations” on page 431

Planning for Remote Mirror and Copy with i5/0S

The Remote Mirror and Copy feature (formerly PPRC) copies data between volumes on two
or more storage units. When your host system performs I/O update operations to the source
volume, they are copied or mirrored to the target volume automatically. After you create a
remote mirror and copy relationship between a source volume and target volume, the target
volume continues to be updated with changes from the source volume until you remove the
relationship between the volumes.

Note the following considerations when planning for Remote Mirror and Copy:

>

Determine the recovery point objective (RPO) for your business and clearly understand
the differences between synchronous storage-based data replication with Metro Mirror
and asynchronous replication with Global Mirror, and Global Copy.

When planning for a synchronous Metro Mirror solution, be aware of the maximum
supported distance of 300 km and expect a delay of your write 1/0 of around 1 ms per 100
km distance.

Have a sizing exercise completed to ensure that your system and storage configuration is
capable of handling additional I/O requests, that your I/O performance expectations are
met and that your network bandwidth supports your data replication traffic to meet your
recovery point objective (RPO) targets.

Acquire storage system licenses for the Copy Services functions to be implemented.

Unless you are not replicating IASPs only, configure your System i production system and
target system with boot from SAN for faster recovery times.

Sufficient capacity (processor, memory, I/O towers, IOPs, IOAs, and storage) is reserved
to bring up the target environment, either in an LPAR or on a separate system that is
locally available in the same data center complex.
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Planning Remote Mirror and Copy with i5/0S IASPs

This solution involves the replication of data at the storage controller level to a second storage
server using IBM System Storage DS8000, DS6000 or ESS. An independent auxiliary
storage pool (IASP) is the basic unit of System i storage you can replicate using Copy
Services. Using IASPs with Copy Services is supported by using a management tool such as
the new i5/0S V6R1 High Availability Solutions Manager (HASM) licensed program product
(5761-HAS) or the System i Copy Services Toolkit services offering.

One of the biggest advantages of using IASP is that you do not need to shut down the
production server for switching over to your recovery system. A vary off of the IASP ensures
that data is written to the disk prior to initiating a switchover. HASM or the toolkit enables you
to attach the second copy to a backup server without an IPL. Replication of IASPs only
instead of your whole System i storage space can also help you to reduce your network
bandwidth requirements for data replication by excluding write I/O to temporary objects in
*SYSBAS. You also have the ability to combine this solution with other functions, such as
FlashCopy, for additional benefits such as save window reduction.

Note the following considerations when planning for Remote Mirror and Copy of IASP:

» Complete the feasibility study for enabling your applications to take advantage of IASP. For
the latest information about high availability and resources on IASP, refer to the System i
high availability Web site:

http://www.ibm.com/eserver/iseries/ha

» Ensure that you have i5/0S 5722-SS1 option 41 - Switchable resources installed on your
system and that you have set up an IASP environment.

» Keep in mind that journaling your database files is still required, even when your data is
residing in an IASP.

» Objects that reside in *SYSBAS, that is the disk space that is not IASP must be
maintained at equal levels on both the production and backup systems. You can do this by
using the software solutions offered by one of the High Availability Business Partners
(HABPs).

» Set up IASPs and install your applications in IASP. After the application is prepared to run
in an IASP and is tested, implement HASM or the System i Copy Services Toolkit, which is
provided as a service offering from IBM STG lab services.

3.2.4 Planning storage consolidation from different servers

In this section, we refer only to the DS8000 or DS6000 because they are the new storage
offerings. The assumptions are that the new consolidations will primarily happen by using the
latest IBM offerings in the areas of IBM System Storage Disk Storage subsystems.

» Make sure that the DS8000 or DS6000 series is properly sized for open systems. For
sizing of the i5/0S, refer to Chapter 4, “Sizing external storage for i5/0S” on page 89.

» For the DS8000 or DS6000 series with which you plan to share the i5/0S production
workload and other servers, we recommend for performance reasons that you dedicate
RAID ranks to i5/0S. Therefore, plan to allocate sufficient ranks for i5/0S workloads and
separate them from being shared by other open systems.

» Ensure that the host ports that are to be shared between i5/0S and other open systems
are sized adequately to account for combined I/O rates driven by all of the hosts.

» Understand which systems need disaster recovery solution and plan use of Remote Mirror
and Copy functions accordingly.
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» Understand which systems need FlashCopy and plan capacity for FlashCopy accordingly.

» Plan the multipath attachment optimized for high redundancy, refer to “Avoiding single
points of failure” on page 58

3.2.5 Planning for SAN connectivity

When planning for System i SAN attached storage keep the following considerations in mind:

» Ensure that the FC switches are supported by your combination of IBM System Storage
disk subsystem and System i model prior to ordering the SAN fabric. The best way to
determine if a given SAN switch or director is supported is to check the System Storage
Interoperation Center (SSIC) at:

http://www-01.1ibm.com/servers/storage/support/config/ess/index.jsp

» We usually zone the switches so that multiple i5/0S FC adapters are in a zone with one
storage subsystem host port.

Note: Avoid putting more than one storage subsystem host port into a switch zone with
System i FC adapters. At any given time a System i FC adapter uses only one of the
available storage ports in the switch zone whichever reports in first. A slack
configuration of the SAN switch with multiple System i FC adapters having access to
multiple storage ports can result in performance degradation by an excessive number
of System i FC adapters accidentally sharing the same link to the storage port.

Refer to Chapter 4, “Sizing external storage for i5/0S” on page 89 for recommendations
on the numbers of FC adapters per host ports.

» If the IBM System Storage disk subsystem is connected remotely to a System i host, or if
local and remote storage subsystems are connected using SAN, plan for enough FC links
to meet the 1/0 requirement of your workload.

» If extenders or dense wavelength division multiplexing (DWDMs) are used for remote
connection, take into account their expected latency when planning for performance.

» If FC over IP is planned for remote connection, carefully plan for the IP bandwidth.

3.2.6 Planning for capacity

When planning the capacity of external disk storage for System i environments, ensure that
you understand the difference between the following three capacity terms of the DS8000 and
DS6000 series:

» Raw capacity
» Effective capacity
» Capacity usable for i5/0S

In this section, we explain these capacity terms and highlight the differences between them.

Raw capacity

Raw capacity of a DS, also referred to as physical capacity, is the capacity of all physical disk
drives in a DS system including the spare drives. When calculating raw capacity, we do not
take into account any capacity that is needed for parity information of RAID protection. We
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simply multiply the number of disk drive modules (DDMs) by their capacity. Consider the
example where a DS8000 has five disk drive enclosures (each enclosure has 16 disk drives)
of 73 GB. Thus, the DDMs have 5.84 TB of raw capacity based on the following equation:

5 x 16 x 73 GB = 5840 GB, which is 5.84 TB of raw capacity

Spare disk drives

In order to know effective capacity of a DS, you need to understand the rule for how spare
disks are assigned. This rule is called the sparing rule.

Device adapters in DS8000

A DS8100 (2-way processor) can contain up to four device adapter (DA) pairs. They are
connected in the order 2, 0, 3, and 1, as we explain next. DA 2 is first used to connect the
arrays. It is filled with arrays until it connects eight arrays (four array sites or two enclosures) in
the base frame. Then DA pair 0 is used until it connects eight arrays in the base frame. If the
expansion frame is present, DA 3 is used until it is filled with eight arrays in the expansion
frame. Then DA 1 is used until it is filled with eight arrays in the expansion frame. If there are
more arrays in the expansion frame, DA 2 is used again to connect them until it is filled with
eight arrays in the expansion frame. Then DA 0 is used again.

Figure 3-6 illustrates this method.

Note: Figure 3-6 shows only front disk enclosures. However, there are actually as many
back enclosures, that is up to eight enclosures per base frame and up to 16 enclosures per
expansion frame.

Figure 3-6 DS8100 device adapters
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In DS8300 (4-way processors), there can be up to eight DA pairs. The pairs are connected in
the following order: 2, 0, 4, 6, 7, 5, 3, and 1. They are connected to arrays in the same way as
described for DS8100. All the DA pairs are filled with arrays until eight arrays per DA pair are
reached. DA pair 0 and 2 are used for more than eight arrays if needed.

Figure 3-7 shows this method.

Note: Figure 3-7 shows only the front disk enclosures. However, there are actually as
many back enclosures, that is up to eight enclosures per base frame and up to 16
enclosures per expansion frame.
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Figure 3-7 Device adapters in DS8300

Spares in DS8000
In DS8000, a minimum of one spare is required for each array site (or array) until the following
conditions are met:

» Minimum of four spares per DA pair

» Minimum of four spares of the largest capacity array site on the DA pair

» Minimum of two spares of capacity and an RPM greater than or equal to the fastest array
site of any given capacity on the DA pair

Knowing the rule of how DA pairs are used, we can determine the number of spares that are
needed in a DS configuration and which RAID arrays will have a spare. If there are DDMs of a
different size, more work is needed to calculate which arrays will have spares.
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Consider the same example for which we calculate raw capacity in “Raw capacity” on

page 67, and now calculate the spares. DS8100 with 10 array sites (10 arrays) of 73 GB
DDMs, all of the arrays are RAID-5. Eight arrays are connected to DA pair 2. The first four
arrays have a spare (6+P arrays) to fulfill the rule minimum of four spares for DA pair. The
next four arrays on this DA pair are without a spare (7+P arrays). Two arrays are connected to
DA pair 0. Both of them have a spare (6+P arrays) to fulfill the rule minimum of one spare per
array site (array). Therefore in this DS configuration, there are six 6+P+S ranks and four 7+P
ranks.

Figure 3-8 illustrates this example, which is a result of the DS CLI command 1sarray.

Array State Data  RAIDtype arsite Rank DA Pair DDMcap (Decimal GB)
A0 Assigned Normal 5 (6+P) S1 RO 0 73.0
Al Assigned Normal 5 (6+P) S2 Rl 0 73.0
A2 Assigned Normal 5 (6+P) S3 R2 2 73.0
A3 Assigned Normal 5 (6+P) S4 R3 2 73.0
A4 Assigned Normal 5 (6+P) S5 R4 2 73.0
A5 Assigned Normal 5 (6+P) S6 R5 2 73.0
A6 Assigned Normal 5 (7+P) S7 R6 2 73.0
A7 Assigned Normal 5 (7+P) S8 R7 2 73.0
A8 Assigned Normal 5 (7+P) S9 R8 2 73.0
A9 Assigned Normal 5 (7+P) S10 RO 2 73.0

Figure 3-8 Sparing rule for DS8000

Spares in DS6000

DS6000 has two device adapters or one device adapter pair that is used to connect disk
drives in two FC loops, as shown in Figure 3-9 and Figure 3-10. In DS6000, a minimum of
one spare is required for each array site until the following conditions are met:

» Minimum of two spares on each FC loop
» Minimum of two spares of the largest capacity array site on the FC loop

» Minimum of two spares of capacity and rpm greater than or equal to the fastest array site
of any given capacity on the DA pair

Therefore, if only a single RAID-5 array is configured, then one spare is in the server
enclosure. If two RAID-5 arrays are configured, two spares are present in the enclosure as
shown in Figure 3-9. This figure shows the first expansion enclosure and its location on the
second FC loop, which is separate from the server enclosure FC loop. Therefore the same
sparing rules apply. That is, if the expansion enclosure has only one RAID-5 array, there is
one spare. If two RAID arrays are configured in the expansion enclosure, then two spares are
present.
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Figure 3-9 DS6000 spares for RAID-5

Figure 3-10 shows an example of spares in DS6000 with RAID-10 arrays.
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Figure 3-10 DS6000 spares for RAID-10

Effective capacity

Effective capacity of a DS system is the amount of storage capacity that is available for the
host system after the logical configuration of DS has been completed. However, the actual
capacity that is visible by i5/0S is smaller than the effective capacity. Therefore, we discuss
the actual usable capacity for i5/0S in “i5/0S LUNs and usable capacity for i5/0OS” on

page 73.

Effective capacity of a rank depends on the number of spare disks in the corresponding array
and on the type of RAID protection of the array. When calculating effective capacity of a rank,
we take into account the capacity of the spare disk, the capacity needed for RAID parity, the
and capacity needed for metadata, which internally describes the logical to physical volume
mapping. Also, effective capacity of a rank depends on the type of rank, either CKD or fixed
block. Because i5/0S uses fixed block ranks, we limit our discussion to these ranks.
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Table 3-6 shows the effective capacities of fixed block RAID ranks in DS8000 in decimal GB
and binary GB. It also shows the number of extents that are created from a rank.

Table 3-6 DS8000 RAID rank effective capacities

RAID type DDM cap. Array form. Extents Binary GB Decimal GB

RAID-5 73 GB | 6+P+S 386 386 414.46
RAID-5 73 GB | 7+P 450 450 483.18
RAID-5 146 GB | 6+P+S 779 779 836.44
RAID-5 146 GB | 7+P 909 909 976.03
RAID-5 300 GB | 6+P+S 1582 1582 1698.66
RAID-5 300 GB | 7+P 1844 1844 1979.98
RAID-10 73 GB | 3+3+2S 192 192 206.16
RAID-10 73 GB | 4+4 256 256 274.88
RAID-10 146 GB | 3+3+2S 386 386 414.46
RAID-10 146 GB | 4+4 519 519 557.27
RAID-10 300 GB | 3+3+2S 785 785 842.89
RAID-10 300 GB | 4+4 1048 1048 1125.28

Table 3-7 shows the effective capacity of fixed block 8-width RAID ranks in DS6000 in decimal
GB and binary GB. It also shows the number of extents.

Table 3-7 DS6000 8-width RAID rank effective capacity

RAID type DDM cap. Array form. Extents Binary GB Decimal GB

RAID-5 73 GB | 6+P+S 382 382 410.17
RAID-5 73 GB | 7+P 445 445 477.81
RAID-5 146 GB | 6+P+S 773 773 830.00
RAID-5 146 GB | 7+P 902 902 968.51
RAID-5 300 GB | 6+P+S 1576 1576 1692.21
RAID-5 300 GB | 7+P 1837 1837 1972.46
RAID-10 73 GB | 3+3+28 190 190 204.01
RAID-10 73 GB | 4+4 254 254 272.73
RAID-10 146 GB | 3+3+2S 386 386 414.46
RAID-10 146 GB | 4+4 515 515 552.97
RAID-10 300 GB | 3+3+2S 787 787 845.03
RAID-10 300 GB | 4+4 1050 1050 1127.42
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Table 3-8 shows the effective capacities of 4-width RAID ranks in DS6000.

Table 3-8 DS6000 4-width RAID rank effective capacity

RAID type DDM cap. Array form. Extents Binary GB Decimal GB

RAID-5 73 GB | 2+P+S 127 127 136.36
RAID-5 73 GB | 3+P 190 190 204.01
RAID-5 146 GB | 2+P+S 256 256 274.87
RAID-5 146 GB | 3+P 386 386 414.46
RAID-5 300 GB | 2+P+S 524 524 562.64
RAID-5 300 GB | 3+P 787 787 845.03
RAID-10 73 GB | 1+1+2S 62 62 66.57
RAID-10 73 GB | 2+2 127 127 136.36
RAID-10 146 GB | 1+1+2S 127 127 136.36
RAID-10 146 GB | 2+2 256 256 274.87
RAID-10 300 GB | 1+1+2S 261 261 280.24
RAID-10 300 GB | 2+2 524 524 562.64

As an example, we calculate the effective capacity for the same DS configuration as we use in
“Raw capacity” on page 67, and “Spare disk drives” on page 68. For a DS8100 with 10
RAID-5 ranks of 73 GB DDMs, six ranks are 6+P+S and four ranks are 7+P. The effective
capacity is:

(6 x 414.46 GB) + (4 x 483.18 GB) = 4419.48 GB

i5/0S LUNs and usable capacity for i5/0S

i5/0S LUNs have fixed sizes and are composed of 520 byte blocks consisting of 512 usable
bytes for data and 8 header bytes used by System i for storing metadata like the virtual
address. The sizes of i5/0S LUNs that are expressed in decimal GB are 8.59 GB, 17.54 GB,
35.16 GB, and so on. These sizes expressed in binary GB are 8 GB, 16.34 GB, 32.75 GB,
and so on.

A LUN on DS8000 and DS6000 is formed of so called extents of the size 1 binary GB.
Because i5/0S LUN sizes expressed in binary GB are not whole multipliers of 1 GB, part of
the space of an assigned extent will not be used but can also not be used for other LUNSs.

Table 3-9 shows the models of i5/0S LUNSs, their sizes in decimal GB, the number of extents
they use, and the percentage of usable space (not waisted) in decimal GB for each LUN.

Table 3-9 i5/0S LUN sizes

Model, Model, i5/0S device size | Number of % of usable space

unprotected protected (decimal GB) extents (decimal GB)
A81 A01 % 8.59 8 100
A82 A02 17.54 17 96.14
A85 A05 35.16 33 99.24
A84 A04 70.56 66 99.57
A86 A06 141.1 132 99.57
A87 AQ7 %*282.2 263 99.95
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Important: The supported logical volume sizes for a load source unit that is located on
ESS Model 800 and DS6000 and DS8000 products are 17.54 GB, 35.16 GB, 70.56 GB,
and 141.1 GB. Logical volumes of size 8.59 and 282.2 (noted by the asterisk (*) in

Table 3-9) are not supported as System i5 load source units, where the load source unit is
to be located in the external storage server.

When defining a LUN for i5/OS, it is possible to specify whether the LUN is seen by i5/0S as
RAID protected or as unprotected. You achieve this by specifying the correct model of i5/0S
LUN. Models AOx are seen by i5/0S as protected, while models A8x are seen as unprotected.
Here, x stands for 1,2, 4, 5, 6, or 7.

The general recommendation is to define LUNs as protected models. However you must take
into account that, whenever a LUN shall be mirrored by i5/0S mirroring, you must define it as
unprotected. Whenever there will be mirrored and non-mirrored LUNs in the same ASP,
define the LUNSs that shall not be mirrored as protected. When mirroring on ASP is started,
only the unprotected LUNs from this ASP are mirrored, but all the protected ones are left out
of mirroring. This should be considered, e.g when using i5/0S prior to V6R1 when the load
source used to be mirrored between an internal disk and a LUN or between two LUNSs to
provide path redundancy when multipathing was not supported yet for the load source unit.

LUNSs are created in DS8000 or DS6000 storage from an extent pool which can contain one
or more RAID ranks. For information about the number of available extents from a certain
type of DS rank, see Table 3-6 on page 72, Table 3-7 on page 72, and Table 3-8 on page 73.

Note: We generally recommend to configure DS8000 or DS6000 storage with only one
single rank per extent pool for System i host attachment. This ensures that storage space
for a LUN is allocated from a single rank only which helps to better isolate potential
performance problems. It also supports the recommendation to use dedicated ranks for
System i server or LPARs not shared with other platform servers.

This implies that we also generally do not recommend to use the DS8000 Release 3
function of storage pool striping (also known as extent rotation) for System i host
attachment. System i storage management already distributes its 1/0 as best as possible
across the available LUNs in an auxiliary storage pool so that using extent rotation to
distribute the storage space of a single LUN across multiple ranks is rather
over-virtualization.

An i5/0S LUN uses a fixed number of extents. After a certain number of LUNs are created
from an extent pool, usually some is space left. Usually, we define as much as possible LUNs
of one size from an extent pool and optionally define LUNs of the next smaller size from the
space remaining in the extent pool. We try to define the LUNs of as equal size as possible in
order to have balanced I/O rate and consequently better performance.
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Table 3-10 and Table 3-11 show possibilities for defining i5/0OS LUNSs in an extent pool.

Table 3-10 LUNs from a 6+P+S rank of 73 GB DDMs (386 extents, 414.46 GB)

70 GB 35GB 17 GB 8 GB LUNs | Used Used decimal GB

LUNs LUNs LUNs extents
5 1 0 0 381 387.96
0 11 1 0 380 404.3
0 10 3 0 381 404.22
0 9 5 0 382 404.14
0 8 7 0 383 404.06
0 0 22 1 382 394.47
0 0 21 3 381 394.11
0 0 20 5 380 393.75
0 0 19 7 379 393.39
0 0 18 10 386 401.62
0 0 17 12 385 401.26
0 0 16 14 384 400.9

Table 3-11 LUNs from a 7+P rank of 73 GB DDMs (450 extents, 483.18 GB)

70 GB 35GB 17 GB 8 GB LUNs | Used Used decimal GB

LUNs LUNs LUNs extents
6 1 0 0 429 458.52
0 13 1 0 446 474.62
0 12 3 0 447 474.54
0 11 5 0 448 474.46
0 10 7 0 449 474.38
0 0 26 1 450 464.63
0 0 25 3 449 464.27
0 0 24 5 448 463.91
0 0 23 7 447 463.55
0 0 22 9 446 463.19
0 0 21 11 446 462.83
0 0 20 13 444 462.47
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Use the following equation to determine the number of LUNSs of a given size that one extent
pool can contain:

number of extents in extent pool - (number of LUNs x number of extents in a LUN) =
residual

Optionally, repeat the same operation to define smaller LUNs from the residual.

The capacity that is available to i5/0S is the number of defined LUNs multiplied by the
capacity of each LUN. If for example the DS8000 is configured with six 6+P+S ranks and four
7+P ranks of 73 GB DDMs then from each 6+P+S rank, we define 11 35 GB LUNs and one
17 GB LUN, and from each 7+P rank we define 13 35 GB LUNs and one 17 GB LUN. The
capacity available to i5/0S is:

(6 x 404.03 GB) + (4 x 474.62 GB) = 4322.66 GB

Capacity Magic

Capacity Magic, from IntelliMagic™ (Netherlands), is a Windows-based tool that calculates
the raw and effective capacity of DS8000, DS6000 or ESS model 800 based on the input of
the number of ranks, type of DDMs, and RAID type. The input parameters can be entered
through a graphical user interface. The output of Capacity Magic is a detailed report and a
graphical representation of capacity.

For more information, refer to:

http://www.intellimagic.net/en/product.phtml?p=Capacity+Magic
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Example of using Capacity Magic
In this example, we plan a DS8100 with 9 TB

Capacity Magic to calculate the needed raw capacity and to present the structure of spares

of effective capacity in RAID-5. We use

and parity disks. The process that we use is as follows:

1. Launch Capacity Magic.

2. In the Welcome to Capacity Magic for Windows window (Figure 3-11), specify the type of

planned storage system and the desired way to create a Capacity Magic project. In our

example, we select DS6000 and DS8000 Configuration Wizard and select OK to guide
us through the Capacity Magic configuration.

(il Welcome to Capacity Magic for Windows

Open Exizting Project

™ Ewisting Capacity Magic Project;

Create Mew Project using Wizard

D:;\ f+ DSEO00 and D58000 Configuration YWWizard

™ M zeres Configuration Wizard

Create Mew Project

D DS8000 Dizk Subsystems
DS 8100
-
DS 8300
-

DS 8300 LFAR

DSE000 Dizk Subsystems
DS E800

ESS 800 Dizk Subsystems
" ESS 800 model

ESS 300 with Arraps dorogs Loops

|

Cancel

o]

Figure 3-11 Selecting the type of storage system
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3. After clicking Next in the Wizard’s informational window, select which model of DS to use
(Figure 3-12). In our example, we select DS 8100 - 2-way and click Next.

(7l Capacity Magic DS6000 and DSB000 Configuration Wizard

Intelli MaQIC Specify the DSE000 or DSE000 madel for the configuration.
Smart Storage Sizing

" D5 8300 - 4-may -

(" D5 8300 LPAR - d-way -

" D5 6300

Cancel < Back | Ment » |

Figure 3-12 Specifying the DS model for Capacity Magic
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4. Select the way in which you plan to define the extent pools. For System i attachment, we
define 1 Extent Pool for each RAID rank (see Figure 3-13). Click Next.

[Ifl Capacity Magic DS6000 and DS8000 Configuration Wizard

Intelli Magic Specify how to assign Extent Pools.
STNEUSSIIEIRSTFAile] i1 Extent Poal for each RAID rank:

1 Extent Pool for each combination of “
(" DDM type, BAID configuration, and
platfarm

Cancel l ¢ Back | Meut » |

Figure 3-13 Method for defining the extent pool
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5. Select the type of host system. In this example, we plan DS8000 for i5/0S, so we select
iSeries (see Figure 3-14). Then, click Next.

i[fl Capacity Magic DS6000 and DS8000 Configuration Wizard

Specify the platforms to create Extent Pools
far.

IntelliMagic

Smart Storage Sizing
[~ ZSeries

v iSenies

Cancel l < Back | Mest » |

Figure 3-14 Specifying the host system
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6. Specify the type of DDMs and the type of RAID protection. As shown in Figure 3-15,

observe that 73 GB DDMs and RAID-5 are already inserted as the default. In our example,

we leave the default values. Click Next.

(7l Capacity Magic DS6000 and DS8000 Configuration Wizard

IntelliMagic

Smart Storage Sizing

Pools.

Specify the DOM type and RAID ‘
configuration to use far the iZeries Extent

DDM type

FC 2016 72868 15,000 mm | v

RaID canf.

|RAID-5

Cancel |

¢ Back | Hexst > |

Figure 3-15 Specifying the DDM type and RAID type
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7. Specify the desired effective capacity. In our example, we need effective capacity 9 TB, so
we enter this value (as shown in Figure 3-16). Note that usable capacity for i5/0S is
smaller than the effective capacity, as explained in “i5/0S LUNs and usable capacity for
i5/0S” on page 73. Click Next.

(7l Capacity Magic DS6000 and DS8000 Configuration Wizard

Intelli Magic Specify the minimurm required effective
Smart Storage Sizing

capacity for the iSeries Extent Pools. ||

Effective Capacity [GE] | 3000 H

Figure 3-16 Inserting the desired effective capacity
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8. Next, review the selected configuration and click Finish to continue, as shown in
Figure 3-17.

(7] Capacity Magic DS6000 and DSB000 Configuration Wizard

fntelll MagIC Flease review your selected configuration below. Press
Smart Storage Sizing

'Finish' to create the configuration. Press '« Back' to change
the configuration.

Configuration for 05 8100 Disk Subsystem,

Ewxtent poolz are azzigned for each combination of DDM ype, BAID
configuration and platfarm

iSernies Extent Pool: configuration:

- Required effective capacity is 9.000.00 GE

- DD type is 2016: 72.8 GE 18k rpm

-RalD-5

Dizk Subzystemn will be configured with 11 megapacks faor iSeries Extent
Foole. Effective capacity for iSeriez Extent Poolz iz 980641 GB.

Cancel < Back

Figure 3-17 Reviewing the selected configuration
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parity disks (see Figure 3-18). Click Report table on the right.

9. The graphical output displays, which contains the needed number of arrays, spares, and

(il Capacity Magic for Windows - DS 8100 - [Untitled.ccm]

/o

File Edit View Window Help

DEk & & &

IEreate Extent Pool for each type

Base Frame
73 GB 15k rpm

il | TTT

RAID-5

il | TTT

RAID-5

O T

RAID-5

= megE

RAID-E
73 GB 15 rpm

5

Fa

RAID-5 n

8

2

RAID-5 n

)

2

RAID-5 n

ras

73 BB 15k rpm

O 117

RAID-5

= p g

RAID-5
2015 1] IEIEIC
RAID-5 1

2016 -T-T-Tx
RAID-5 1]

73 GB 15k rpm
2016

RAID-E ﬂ

2

RAID-5 n

)

8

2

RAID-5 n

)

2

RAIC-5 n

Expansion Frame 1
73 GB 15k rpm

=% n

RAID-5

22018 n
RAID-5

=018

o 1BBEE

T
|

RAID-E
73 GB 15k rpm

- 1G8EH

- WOEEH

Filler

Filler

— Summary

Phuysical capacity:
12.948,00 GB
Effective capacity:
9.805.41 GE
9.132.00 Gig

Total megapacks:

FC 2016 [72.8 GB 15k rpra):
11  megapacks

1 megapacks

5]

FC 2999 [Dizk Enclozure Filler):

Maote: The colored bars represent the Device
Adapter Pairs. Move the moge pointer over
these bars to display the DA Pair number.

fionEINBiiog

i\

Hodax

M odified

| 03.11.2007

[0253

Figure 3-18 Graphical output of Capacity Magic
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A detailed report displays of the needed drive sets (megapacks), including disk enclosure
fillers, number of extents, raw capacity, effective capacity, and so on. Figure 3-19 shows a
part of this report.

(il Capacity Magic for Windows - DS 8100 - [Untitled.ccm] M=%
File Edit View Window Help
DS & | |
.A.
Megapack report
Each combination of DDM type, RAID configuration and platform is a separate Extent pool
Mega RAID Physical Extent Effective Effective Effective
packs ranks Capacity Count Capacity Capacity Utilization
(GB) (GB) (binary, GiB) (%)
All megapacks 12 24 12848, 00 5132 9805,41 $132,00 76%
By DDM type
FC 2016 (72.8 GB 15k rpm) 11 22 12848,00 9132 9805, 41 9132,00 76%
FC 2999 (Disk Enclosure Filler) 1
By RAID type
RAID 5 = 22 12848, 00 9132 9805,41 9132,00 76%
By Extent Poel Platform
iSeries - 22 12848, 00 9132 9805, 41 9132,00 76% |
.v.
B [
Modified 03.11.2007 003

Figure 3-19 Capacity Magic report

3.2.7 Planning considerations for performance

It is extremely important that you plan and size both the System i platform and the DS8000,
DS6000, or ESS series, properly for an i5/0S workload. You should start by understanding
the critical I/0 performance periods and the performance expectations. For some customers,
response time during transaction workload is critical. For other customers, reduction in the
overall batch runs might be important or reduction in the overall save time can be important.

It is equally important to ensure that the sizing requirements for your SAN configuration also
take into account the additional resources required when enabling advanced Copy Services
functions such as FlashCopy or PPRC. This is particularly important if you are planning to
enable synchronous Metro Mirror storage-based replication or space efficient FlashCopy.

Attention: You must correctly size the Copy Services functions that are enabled at the
system level to account for additional I/O resources, bandwidth, memory, and storage
capacity. The use of these functions, either synchronously or asynchronously, can impact
the overall performance of your system. To reduce the overhead of not duplicating the
temporary objects that are created in the system libraries, such as QTEMP, consider using
IASP with Copy Services functions.

We recommend that you obtain i5/0S performance reports from data that is collected during
critical workload periods and size the DS8000 or DS6000 accordingly, for every System i
environment or i5/0S LPAR that you want to attach to a SAN configuration. For information
about how to size IBM System Storage external disk subsystems for i5/0OS workloads see
Chapter 4, “Sizing external storage for i5/0S” on page 89.
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Where performance data is not available, we recommend that you use one of the IBM
Benchmark Centers, either in Rochester or France. For more information, see:

http://www-03.ibm.com/systems/services/benchmarkcenter/servers/benchmark_i.html

PCI I/O card placement rules

Implementation of the PCI architecture provides flexibility in the placement of IOPs and I0As
in IBM System i Models 515, 520, 525, 550, 570, and 595.

With PCI-X, the maximum bus speed is increased to 133 MHz from a PCI maximum of

66 MHz. PCI-X is backward compatible and can run at slower speeds, which means that you
can plug a PCI-X adapter into a PCI slot and it runs at the PCI speed, not the PCI-X speed.
This can result in a more efficient use of card slots but potentially for the tradeoff of less
performance.

Increased configuration flexibility reinforces a requirement to understand the detailed
configuration rules. For more information, see PCI, PCI-X, PCI-X DDR, and PCle Placement
Rules for IBM System i Models, REDP-4011, at:

http://www.redbooks.ibm.com/redpieces/abstracts/redp4011.htm1?0pen
Attention: If the configuration rules and restrictions are not fully understood and followed,

it is possible to create a hardware configuration that does not work, marginally works, or
quits working when a system is upgraded to future software releases.

Follow these plugging rules for the #5760, #2787, and #2766 Fibre Channel Disk Controllers:
» Each of these adapters requires a dedicated IOP. No other IOAs are allowed on that IOP.

» For best performance, place these 64-bit adapters in 64-bit PCI-X slots. They can be
plugged into 32-bit or 64-bit PCI slots but the performance might not be optimized.

» If these adapters are heavily used, we recommend that you have only one per
Multi-Adapter Bridge (MAB) boundary.

In general spread any Fibre Channel disk controller IOAs as evenly as possible among the
attached 1/0 towers and spread I/O towers as evenly as possible among the I/O loops.
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Refer to the recommendations in Table 3-12 for limiting the number of FC adapters per
System i I/O half-loop to prevent performance degradation due to congestion on the loop.

Table 3-12 System i I/O loop Fibre Channel adapter recommendations

1/0 Half-Loop

Maximum number of
#2766/#2787 for
transaction/
sequential workload

Maximum number of
#5760 for
transaction/
sequential workload

Maximum number of
IOP-less? for
transaction/
sequential workload

HSL-1 (1 GBps)
(~400 MBps effective
bandwidth
unidirectional)

8/4

8/3

not supported

HSL-2 (2 GBps) 14/8 14/6 2/2
(~750 MBps effective

bandwidth

unidirectional)

12X (3 GBps) not supported not supported 3/3

(~1.2 GBps effective
bandwidth
unidirectional)

a. IOP-less FC dual-port adapters are #5774 and #5749

Our sizing is based on an I/O half-loop concept because, as shown in Figure 3-20, a

physically closed I/O loop with one or more I/O towers is actually used by the system as two
I/0O half-loops. There is an exception to this though only for older iSeries hardware prior to
POWERS5 where a single I/0O tower per loop configuration resulted in only one half-loop being
actively used. As can be seen with three I/O towers in a loop, one half-loop will get two, the
other half-loop will get I/O tower. The PHYP bringup code determines which half-loop gets the
extra 1/0O tower.

Three 110
towers per loop

Two I/O towers
per loop

One /O tower
per loop

CEC

|/O tower

/O tower s/ s

&

~,. i

Note: I/0 half-loops are indicated by dotted lines

Figure 3-20 /O half-loop concept

With the System i POWERG 12X loop technology, the parallel bus data-width is increased
from previous 8 bits used by HSL-1 and HSL-2 to 12 bits, which is where the name /12X
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comes from referring to the number of wires used for data transfer. In addition, with 12X the
clock rate is increased to 2.5 GHz compared to 2.0 GHz of the previous HSL-2 technology.

For using System i POWERG6 with12X loops for external storage attachment plan for using it
with GX slot P1-C9 (right one from behind) in the CEC which in contrast to its neighbor GX
slot P1-C8 does not need to share bandwidth with the CEC’s internal slots.
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Sizing external storage for i5/0S

IBM System Storage Disk Storage series provides maximum flexibility for multiserver storage
consolidation and can be designed to meet a variety of customer requirements, including both
large storage capacity and good performance. Most customers’ System i models typically
have mixed application workloads with varying I/O characteristics, such as high 1/O rates from
transaction workload, as well as large capacity requirements for slower workloads, like data
archival.

Fully understanding your customer’s i5/0S workload I/O characteristics and then using
specific recommended analysis and sizing techniques to configure a DS and System i
solution is key to meeting the customer’s storage performance and capacity expectations. A
properly sized and configured DS system on a System i model provides the customer with an
optimized solution for their storage requirements. However, configurations that are drawn
without care of proper planning or understanding of workload requirements can result in poor
performance and even customer impact events.

In this chapter, we describe how to size a DS system for the System i platform. We present
the rules of thumb and describe several tools to help with the sizing tasks.

For good performance of a DS system with i5/0S workload, it is important to provide enough
resources, such as disk arms and FC adapters. Therefore, we recommend that you follow the
general sizing guidelines or rules of thumb even before you use the Disk Magic™ tool for
modeling performance of a DS system with the System i5 platform.
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Figure 4-1 illustrates the recommended steps to follow when sizing a DS system for an i5/0S

workload.
Workload PT1 reports
description available
I |
Workload Workload
isti statistics
Other charactlerlstlcs |
requirements: —
HA, BC,.. K
Rules of thumb
SAN Fabric
Proposed
configuration
Workload from =i
other servers v
Modeling with
Disk Magic Adjust conf.
¢ based on DM
modeling
Requirements
and expectations
met ? No
Yes l
Finish

Figure 4-1 Sizing a DS system for i5/0S

4.1 General sizing discussion

To better understand the sizing guidelines, in this section, first we briefly describe the 1/O flow
operation in the System i5 and DS systems. Then we explain how disk response time relates
to application response time.

4.1.1 Flow of I/O operations

The System i platform with i5/0S uses the same architectural component that is used by the
iSeries and AS/400 platform, single-level storage. It sees all disk space and the main memory
as one storage area. It uses the same set of 64-bit virtual addresses to cover both main
memory and disk space. Paging in this virtual address space is performed in 4 KB memory
pages.
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Figure 4-2 illustrates the concept of single-level storage.

Single-level storage

i

Main memory

Figure 4-2 Single-level storage

When the application performs an 1/0 operation, the portion of the program that contains read
or write instructions is first brought into main memory where the instructions are then
executed.

With the read request, the virtual addresses of the needed record are resolved, and for each
needed page, storage management first looks to see if it is in the main memory. If the page is
there, it is used to resolve the read request. However, if the corresponding page is not in main
memory, a page fault is encountered and it must be retrieved from disk. When a page is
retrieved, it replaces another page in memory that recently was not used; the replaced page
is paged out (destaged) to disk.

Similarly writing a new record or updating an existing record is done in main memory, and the
affected pages are marked as changed. A changed page normally remains in main memory
until it is written to disk as a result of a page fault. Pages are also written to disk when a file is
closed or when write-to-disk is forced by a user through commands and parameters. Also,
database journals are written to the disk.

When a page must be retrieved from disk or a page is written to disk, System Licensed
Internal Code (SLIC) storage management translates the virtual address to a real address of
a disk location and builds an I/O request to disk. The amount of data that is transferred to disk
at one /O request is called a blocksize or transfer size. From the way reads and writes are
performed in single-level storage, you would expect that the amount of transferred data is
always one page or 4 KB. In fact, data is usually blocked by the i5/0S database to minimize
disk 1/0O requests and transferred in blocks that are larger than 4 KB. The blocking of
transferred data is done based on the attributes of database files, the amount that a file
extends, user commands, the usage of expert cache, and so on.
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Figure 4-3 shows how i5/0S storage management handles read and write operations.

< Storage management

] Page swap, close files, and
Main memory so forth. Disk space

)

- \ /
B Page fault
\‘____/
\ |1
Blocking ~—I_ _1 -

Figure 4-3 Handling I/O operations

An 1/O request to disk is created by the I/0 adapter (IOA) device driver (DD), which for
System i POWERG now resides in SLIC instead of inside the I/O processor (IOP). It proceeds
through the RIO bus to the Fibre Channel IOA, which is used to connect to the external
storage subsystem. Each IOA accesses a set of logical volumes, logical unit numbers
(LUNSs), in a DS system; each LUN is seen by i5/0S as a disk unit. Therefore, the I/O request
for a certain System i disk (LUN) goes to an IOA to which a particular LUN is assigned; I/O
requests for a LUN are queued in IOA. From |OA, the request proceeds through an FC
connection to a host adapter in the DS system. The FC connection topology between I0As
and storage system host adapters can be point-to-point or can be done using switches.

In a DS system, an I/O request is received by the host adapter. From the host adapter, a
message is sent to the DS processor that is requesting access to a disk track that is specified
for that I/0 operation. The following actions are then performed for a read or write operation:

» Read operation: A directory lookup is performed if the requested track is in cache. If the
requested track is not found in the cache, the corresponding disk track is staged to cache.
The setup of the address translation is performed to map the cache image to the host
adapter PCI space. The data is then transferred from cache to host adapter and further to
the host connection, and a message is sent indicating that the transfer is completed.

» Write operation: A directory lookup is performed if the requested track is in cache. If the
requested track is not in cache, segments in the write cache are allocated for the track
image. Setup of the address translation is performed to map the write cache image pages
to the host adapter PCI space. The data is then transferred through DMA from the host
adapter memory to the two redundant write cache instances, and a message is sent
indicating that the transfer is completed.
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Figure 4-4 shows the described I/O flow between System i POWER6 and a DS8000 storage
system with the previous IOP.

i5/CS LPAR -
in Systemi POWERG Main Memory
SLICIOADD /\
K RO D
POX ———— [POiX
I0A I0A
FC connection
SAN Switch SAN Switch
PN
(VI
DSB000 I Q
Processor + Processor +
Cache/NVS Cache/NVS

FC connection A
Switch H Switch
—"

Figure 4-4 System i POWERG6 external storage I/O flow

4.1.2 Description of response times

When sizing, it is important to understand how performance of the disk subsystem influences
application performance. To explain this, we first describe the critical performance times:

» Application response time: The response time of an application transaction. This time is
usually critical for the customer.

» Duration of batch job: Batch jobs usually run during the night; the duration of a batch job
is critical for the customer, because it must be finished before regular daily transactions
start.

» Disk response time: The time that is needed for a disk I/O operation to complete which
includes the service time for actual I/O processing and the wait time for potential 1/0
queuing on the System i host. For IOP-based IOAs disk response time is derived from
sampling at the IOP level so that this data was only representative for at least around five
I/O per second. With System i POWERG6 I0P-less I0As the disk response time is really
measured in SLIC.
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Single-level storage makes main memory work as a big cache. Reads are done from pages in
main memory, and requests to disk are done only when the needed page is not there. Writes
are done to main memory, and write operations to disk are performed only as a result of swap
or file close, and so on. Therefore, application response time depends not only on disk
response time but on many other factors, such as how large the i5/0S storage pool is for the
application, how frequently the applications closes files, whether it uses journaling, and so on.
These factors differ from application to application. Thus, it is difficult to give a general rule
about how disk response time influences application response time or duration of a batch job.

Performance measurements were done in IBM Rochester that show how disk response time
relates to throughput. These measurements show the number of transactions per second for
a database workload. This workload is used as an approximation for an i5/0OS transaction
workload. The measurements were performed for different configurations of DS6000
connected to the System i platform and different workloads. The graphs in Figure 4-5 show
disk response time at workloads for 25, 50, 75, 100, and 125 database users.
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Figure 4-5 Disk response time at different database workloads

From the three graphs, notice that as we increase the number of FC adapters and LUNs, we
gain more throughput. If we merely increased the throughput for a given configuration, we can
see the disk response time grow sharply.

4.2 Rules of thumb

When sizing on i5/0S workload for external storage, we recommend that you use some sizing
rules of thumb even before you start your external storage performance modeling with the
Disk Magic sizing tool (see 4.3.1, “Disk Magic” on page 106). This way, we ensure that the
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basic performance requirements are met and eliminate future performance bottlenecks as
much as possible.

Through these rules of thumb, we determine the following characteristics of a DS6000 or
DS8000 system, a System i model, and a storage area network (SAN) configuration:

» The number of RAID ranks in DS6000 or DS8000
» The number of System i5 Fibre Channel adapters
» The size of System i LUNSs to create and how to spread them over extent pools

» The manner in which to share a DS6000 or DS8000 among multiple System i models or
between a System i environment and another workload

» When connecting through SAN switches, the number of System i FC adapters to connect
to one FC port in DS6000 or DS8000

4.2.1 Number of RAID ranks

For a typical System i transaction workload which due to its largely random 1/O character is
rather cache unfriendly it is extremely important to provide i5/0OS with enough disk arms to
achieve good application performance.

When a page or a block of data is written to disk space, storage management spreads it over
multiple disks. By spreading data over multiple disks, it is achieved that multiple disk arms
work in parallel for any request to this piece of data, so writes and reads are done faster.

When using external storage with i5/0S what SLIC storage management sees as a “physical”
disk unit is actually a logical unit (LUN) composed of multiple stripes of a RAID rank in the
IBM DS storage subsystem (see Figure 4-6). A LUN uses multiple disk arms in parallel
depending on the width of the used RAID rank. For example, the LUNs configured on a single
DS8000 RAID5 rank use six or seven disk arms in parallel, while with evenly distributing these
LUNSs over two ranks twice as much disk arm are used.

Seen as one disk arm by System i
SLIC storage management

RAID5 6+P+S Array P S
] | | — | | —

LUN 0 [ [ |

| | LUN 1

B1Ep 4O 00|

Figure 4-6 Usage of disk arms

Typically the number of physical disk arms that should be made available for a performance
critical i5/0S transaction workload is prevailing over the capacity requirements.

Important: Determining the number of RAID ranks for a System i external storage solution
by looking at how many ranks of a given physical DDM size and RAID protection level
would be required for the desired storage capacity typically does not satisfy the
performance requirements of System i workload.
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The rule of thumb how many ranks are needed for on i5/0S workload is based on
performance measurements for one DS6000 and DS8000 RAID rank. Our calculations are
based on 15 KB RPM disk drive modules (DDMs).

Note: We generally do not recommend using lower speed 10 KB RPM drives for i5/0S
workload.

The calculation for the recommended number of RAID ranks is as follows, providing that
reads per second and writes per second of an i5/0S workload are known:

» A RAID-5 rank of 8 * 15 KB RPM DDMs without a spare disk (7+P rank) is capable of
maximum 1700 disk operations per second at 100% utilization without cache hits. This is
valid for both DS8000 and DS6000.

» We take into account a recommended 40% utilization of a rank so the rank can handle
40% of 1700 = 680 disk operations per second. From the same measurement we can
calculate maximum number of disk operations per second for other RAID ranks by
calculating disk operations per second for one disk drive and then multiplying them by the
number of active drives in a rank. For example, a RAID-5 rank with a spare disk (6+P+S
rank) can handle maximum 1700 /7 * 6 = 1458 disk operations per second. At
recommended 40% utilization it can handle 583 disk operations per second.

» We calculate disk operations of i5/0OS workload so that we take into account percentage of
read cache hits, percentage of write cache hits, and the fact that each write operation in
RAID-5 results in 4 disk operations (RAID-5 write penalty). If cache hits are not known, we
make a save assumption of 20% read cache hits and 30% write cache hits. We use the
following formula:

disk operations=(reads/sec - read cache hits) + 4 * (writes/sec - write cache hits)

As an example, a workload of 1000 reads per second and 700 writes per second results
in:

(1000 - 20% of 1000) + 4 * (700 - 30% of 700) = 2760 disk operations/sec

» To obtain the needed number of ranks, we divide disk operations per second of i5/0S
workload by the maximum 1/O rate one rank can handle at 40% utilization.

As an example, for workload with previously calculated 2760 disk operations per second,
we need the following number of 7+P raid-5 ranks:

2760 / 680 = 4

So, we recommend to use 4 ranks in DS for this workload.
A handy reference for determining the recommened number of RAID ranks for a known
System i workload is provided by the table in Table 4-1 on page 97, which shows the 1/O
capabilities of different RAID-5 and RAID-10 rank configurations. The 1/O capability numbers

in the two columns for the host I/O workload examples of 70/30 and 50/50 read/write ratios
imply no cache hits and 40% rank utilization. If the System i workload is similar to one of the
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two listed read/write ratios a rough estimate for the number of recommended RAID ranks can
simply be determined by dividing the total System i I/O workload by the listed 1/O capability for
the corresponding RAID rank configuration.

Table 4-1 DS8000/DS6000 RAID rank capabilities

RAID rank type Disk I/O per second Host I/O per second Host I/0 per second
(70% read) (50% read)

RAID-5 15 KB 1700 358 272

(7 +P)

RAID-5 10 KB 1100 252 176

(7 +P)

RAID-5 15 KB 1458 313 238

(6+P+59S)

RAID-5 10 KB 943 199 151

(6+P+9S)

RAID-10 15 KB 1275 392 340

(3+3+2S)

RAID-10 10 KB 825 254 220

(3+3+2S)

RAID-10 15 KB 1700 523 453

(4 +4)

RAID-10 15 KB 1100 338 293

(4 +4)

4.2.2 Number of Fibre Channel adapters

For connecting the System i platform to IBM System Storage disk subsystems, 4 Gb
IOP-based single-port Fibre Channel (FC) adapters with System i feature code 5760 or for
System i POWERG6 models only the new IOP-less dual-port FC adapters 5749 or 5774 are
used. Also older 2 Gb IOP-based single-port FC adapters with System i feature number 2766
or 2787 can be used for this connection together with an IOP 2843, 2844, or 2847. Refer to
3.2, “Solution implementation considerations” on page 54 for further information about
planning the attachment of System i to external disk storage.

Similar to the number of ranks, to avoid potential I/O performance bottleneck due to
undersized configurations it is also important to properly size the number of Fibre Channel
adapters used for System i external storage attachment. To better understand this sizing, we
present a short description of the data flow through IOPs and the FC adapter (I0A).

A block of data in main memory consists of an 8 byte header and actual data that is 512 bytes
long. When the block of data is written from main memory to external storage or read to main
memory from external storage, requests are first sent to the IOA device driver which converts
the requests to generate a corresponding SCSI command understood by the disk unit resp.
storage system. The IOA device driver either resides within the IOP for IOP-based 10As or
within SLIC for IOP-less I0As. In addition, data descriptor lists (DDLSs) tell the IOA where in
system memory the data and headers reside. See Figure 4-7.
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Figure 4-7 Data flow through IOP and IOA

With IOP-less Fibre Channel architectural changes in the process of getting the eight headers
for a 4 KB page out of or to main memory by packing them into just one DMA request reduce
the latency for disk 1/O operations and put less burden on the PCI-X.

You need to size the number of FC adapters carefully for the throughput capability of an
adapter. Here, you must also take into account the capability of the IOP and the PCI
connection between the adapter and IOP.

We performed several measurements in the testing for this book, by which we can size the
capability of an adapter in terms of maximal I/O per second at different block sizes or maximal
MBps. Table 4-2 shows the results of measuring maximal I/O per second for different System
i Fibre Channel adapters and the 1/0 capability at 70% utilization which is relevant for sizing
the number of required System i FC adapters for a known transactional 1/0 workload.

Table 4-2 Maximal I/O per second per Fibre Channel IOA

IOP/IOA Maximal I/O per second per 1/0 per second per port
port at 70% utilization

IOP-less 5749 or 5774 15000 10500

2844 10P / 5760 IOA 3900 3200

2844 10P / 2787 I0A 3650 2555
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Table 4-3 shows the maximum throughput for System i Fibre Channel adapters based on
measurement of large 256 KB block sequential transfers and typical transaction workload with
rather small 14 KB block transfers.

Table 4-3 Maximum adapter throughput

FC adapter Maximum sequential Maximum transaction
throughput per port workload throughput per port

IOP-less 5749 or 5774 310 MBps 250 MBps

2844 10P / 5760 I0A 140 MBps 45 - 54 MBps

2844 10P / 2787 I10A 92 MBps 34 - 54 MBps

When using IOP-based FC adapters there is another reason why the number of FC adapters
is important for performance. With IOP-based FC adapters only one |/O operation per path to
a LUN can be done at a time, so I/O requests could queue up in each LUN queue in the IOP
resulting in undesired I/O wait time. SLIC storage management allows a maximum of six 1/O
requests in an IOP queue per LUN and path. By using more FC adapters for adding paths to
a LUN the number of active I/O and the number of available IOP LUN I/O queues can be
increased.

Note: For /OP-based Fibre Channel using more FC adapters for multipath with adding
more paths to a LUN can help to significantly reduce the disk I/O wait time.

With /OP-less Fibre Channel support the limit of one active 1/0 per LUN per path has been
removed and up to six active I/O per path and LUN are now supported. This inherently
provides six times better /0 concurrency compared to previous IOP-based Fibre Channel
technology and makes multipath for IOP-less a function primarily for redundancy which less
potential performance benefits compared to IOP-based Fibre Channel technology.

When a System i customer plans for external storage, the customer usually decides first how
much disk capacity is needed and then asks how many FC adapters will be necessary to
handle the planned capacity. It is useful to have a rule of thumb to determine how much disk
capacity to plan per FC adapter. We calculate this by using the access density of an i5/0S
workload. The access density of a workload is the number of 1/O per second per GB and
denotes how “dense” I/O operations are on available disk space.

To calculate the capacity per FC adapter, we take the maximum 1/O per second that an
adapter can handle at 70% utilization (see Table 4-2). We divide the maximal number of I/O
per second by access density to get the capacity per FC adapter. We recommend that LUN
utilization does not exceed 40%. Therefore, we apply 40% to the calculated capacity.

Consider this example. An i5/0S workload has an access density of 1.4 1/0 per second per
GB. Adapter 5760 at IOP 2844 is capable of a maximum of 3200 I/O per second at 70%
utilization. Therefore, it handles the capacity 2285 GB, that is:

3200 / 1.4 = 2285 GB

After applying 40% for LUN utilization, the sized capacity per adapter is 40% of 2285 GB
which is:

2285 * 40% = 914 GB

In addition to a proper sizing of the number of FC adapters to use for external storage

attachment also following the guidelines for placing IOPs and FC adapters (IOAs) in the
System i platform (see 3.2.7, “Planning considerations for performance” on page 85).
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4.2.3 Size and allocation of logical volumes
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A logical volume is seen by i5/0S as a disk drive, but in fact, it is composed of multiple data
stripes taken from one RAID rank in the IBM System Storage disk subsystem, as shown in
Figure 4-6 on page 95. From the DS perspective, the size of the LUN does not affect its
performance.

With IOP-based Fibre Channel LUN size considerations are very important from System i
perspective because of the limit of one active 1/O per path per LUN. (We discuss this limitation
in 4.2.2, “Number of Fibre Channel adapters” on page 97 and mention multipath for
IOP-based Fibre Channel as a solution that can reduce the wait time as each additional path
to a LUN enables one more active 1/O to this LUN.) For the same reason of increasing the
amount of System i active I/O with IOP-based Fibre Channel, we rather recommend using
more smaller LUNs than fewer larger LUNSs.

Note: As a rule of thumb for IOP-based Fibre Channel, we recommend choosing the LUN
size so that the ratio between the capacity of the DDM and LUN is at least two LUNs per
capacity of the DDM.

With 73 GB DDM capacity in the DS system, a customer can define 35.1 GB LUNs. For even
better performance 17.54 GB LUNSs can be considered.

IOP-less Fibre Channel supports up to six active I/O for each path to a LUN so compared to
IOP-based Fibre Channel there is no stringent requirement anymore to use small LUN sizes
for better performance.

Note: With IOP-based Fibre Channel we generally recommend using a LUN size of
70.56 GB, that is protected and unprotected volume model A04/A84, when configuring
LUNSs on external storage.
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Currently the only exception, for when we recommend using larger LUN sizes than 70.56 GB,
is when the customer anticipates a low capacity usage within the System i auxiliary storage
pool (ASP). For a low ASP capacity usage, using larger LUNs can provide better performance
by reducing the data fragmentation on the disk subsystem’s RAID array resulting in less disk
arm movements as illustrated in Figure 4-8.
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Figure 4-8 RAID array data distribution

When allocating the LUNSs for i5/0S, consider the following guidelines for better performance:

» Balance the activity between the two DS processors, referred to as cluster0O and cluster,
as much as possible. Because each cluster has separate memory buses and cache, this
maximizes the use of those resources.

In the DS system, an extent pool has an affinity to either cluster0 or cluster1. We define it
by specifying a rank group for a particular extent pool with rank group 0 served by cluster0
and rank group 1 served by cluster1. Therefore, define the same amount of extent pools in
rank group 0 as in rank group 1 for the i5/0S workload and allocate the LUNs evenly
among them.

Recommendation: We recommend that you to define one extent pool from one rank to
keep better evidence of LUNs and to ensure that LUNs are spread evenly between the
two processors.

» Balance the activity of a critical application among device adapters in the DS system.
When choosing extent pools (ranks) for a critical application, make sure that they are
evenly served by as much as possible by device adapters.

In the DS system, we define a volume group that is a group of LUNs that are assigned to one
System i FC adapter or to multiple FC adapters in a multipath configuration. Create a volume
group so that it contains LUNs from the same rank group, that is do not mix logical subsystem
(LSS) LUNSs server by cluster0 and odd LSS LUNSs served by cluster1 on the same System i
host adapter. This multipath configuration helps to optimize sequential read performance with
making most efficient usage of the available DS8000 RIO loop bandwidth.
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4.2.4 Sharing ranks among multiple workloads

Looking from one angle, sharing a DS rank among multiple workloads can improve
performance because workloads that share a rank do not use the disk arms at the same time.
When one workload is idle, the other can use disk arms of a rank. It appears to each workload
that it uses all disk arms of a rank. By sharing multiple ranks among workloads, we provide
each workload with more disk arms compared to dedicating fewer ranks to a workload.

A heavy workload might get hold of disk arms in a rank and cache for almost all the time, so
the other workload will rarely have a chance to use them. Alternatively, if two heavy critical
workloads share a rank, they can prevent each other from using disk arms and cache at the
times when both are busy.

Therefore, we recommend that you dedicate ranks for a heavy critical i5/0S workload such as
SAP or banking applications. When the other workload does not exceed 10% of the workload
from your critical i5/0S application, consider sharing the ranks.

Consider sharing ranks among multiple i5/0S systems or among i5/0S and open systems
when the workloads are less important and not I/O intensive. For example, testing and
developing, mail, and so on can share ranks with other systems.

4.2.5 Connecting using switches
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When connecting System i FC adapters using a SAN switch to a storage subsystem, refer to
3.2.5, “Planning for SAN connectivity” on page 67 for information about how to zone SAN
switches. Implementing a proper SAN switch zoning is crucial to help prevent performance
degradation caused by potential link congestion problems. Still the question usually arises
regarding the number of FC adapters to plan for attaching to one DS port to ensure good
performance.

With DS8000, we recommend that you size up to four 2 Gb FC adapters per one 2 Gb DS
port. In DS6000, consider sizing two System i FC adapters for one DS port. Figure 4-9 shows
an example of SAN switch zoning for four System i FC adapters accessing one DS8000 host
port.

i5/0S partition in System i

2Gb| |2Gb 2Gb 2Gb 2Gb 2Gb 2Gb 2Gb
I0A I0A I0A I0A 10A I0A 10A I0A

T

Zone 1 SAN Switch Zone 2
Host Host
port. port.

DS8000

Figure 4-9 Connecting a System i environment to a DS system using SAN switches
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Consider the following guidelines for connecting System i 4 Gb FC IOAs to 4 Gb adapters in
the DS8000:

» Connect one 4 Gb IOA port to one port on DS8000, provided that all four ports of the
DS8000 adapter card are used.

» Connect two 4 Gb I0A ports to one port in DS8000, provided that only two ports of the
DS8000 adapter card are used.

4.2.6 Sizing for multipath

Multipath enables up to eight different paths to a set of LUNs. To ensure redundancy for each
path, separate System i FC adapters and usually separate physical connections to DS are
used. For IOP-based Fibre Channel IOAs multipath does not provide only high availability in
case one path fails but also provides better performance compared to a single path
connection due to more active 1/0 and higher I/O throughput. Regarding this, how much
better does a set of LUNs in IOP-based multipath perform compared to a single path?

Figure 4-10 shows the disk response time measurements of the same database workload
running in a single path and dual path at different I/O rates. The blue line represents a single
path, and the yellow line represents dual path.
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Figure 4-10 Single path versus dual path performance

The response time in IOP with a single path starts to increase drastically at about 1200 1/0
per second. With two paths, it starts to increase at about 1800 I/Os per second. From this, we
can make a rough rule of thumb that for IOP-based Fibre Channel multipath with two paths is
capable of 50% more 1/Os than a single path and provides significantly shorter wait time than
a single path. Disk response time consists of service time and wait time. With multipath, only
the wait time is improved, while it does not influence service time. With IOP-less Fibre
Channel allowing six times as much active I/O as IOP-based Fibre Channel the performance
improvement by using multipath is of minor importance and multipath is primarily used for
redundancy.
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The sizing tool Disk Magic takes the performance improvement due to multipath into account
and is planned to be updated for modelling System i IOP-less Fibre Channel performance.

For more information about how to plan for multipath, refer to 3.2.2, “Planning considerations
for i5/0S multipath Fibre Channel attachment” on page 57.

4.2.7 Sizing for applications in an IASP

To implement a high availability or disaster recovery solution for an application using
independent auxiliary storage pools (IASPs) or using IASPs for other purposes such as
server consolidation, we recommend that you size external storage for IASP and *SYSBAS
separately.

i5/0S performance reports—Resource report - Disk utilization and System report - Disk
utilization—show the average number of I/O per second for both IASP and *SYSBAS. To see
how many I/Os per second actually go to an IASP, we recommend that you look at the System
report - Resource utilization. This report shows the database reads per second and writes
per second for each application job, as shown in Figure 4-12.
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Figure 4-11 Database reads and writes

Add the database reads per second (synchronous DBR and asynchronous DBR) and the
database writes per second (synchronous DBW and asynchronous DBW) of all application jobs
in IASP. Then, you can obtain reads per second and writes per second of IASP. Calculate the
number of reads per second and writes per second for *SYSBAS so that you subtract the
reads per second of the IASP from the overall reads per second and subtract the writes per
second of the IASP from the overall writes per second.

To allocate LUNs for IASP and *SYSBAS, we recommend that you first create the LUNs for
the IASP and spread them across available ranks in the DS system. From the left free space
on each rank, define (smaller) LUNs for using as *SYSBAS disk units. The reasoning for this
approach is that the first LUNs created on a RAID rank are created on the outer cylinders of
the disk drives which provide a higher data rate than the inner cylinders.

4.2.8 Sizing for space efficient FlashCopy

Properly sizing the storage space for the repository volume that provides the physical storage
capacity for the space efficient volumes within the same extent pool is very important. Proper
sizing prevents you from running out of physical storage space and causes the space efficient
FlashCopy relationship to fail, which causes performance issues due to an undersized
number of disk arms for the repository volume.
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The following sizing approach can help you prevent this undesired situation:

1. Use i5/0S Performance Tools to collect a resource report for disk utilization from the
production system, which accesses the FlashCopy source volumes, and the backup
system, which accesses the FlashCopy target volumes (see 4.4.3, “i5/0S Performance
Tools” on page 111).

2. Determine the amount of write I/O activity from the production and backup system for the
expected duration of the FlashCopy relationship, that is the duration of the system save to
tape.

3. Assuming that one track (64 KB) is moved to the repository for each write I/O and 33% of
all writes are re-writes to the same track, calculate 50% contingency for the recommended
space for the repository capacity as follows:

Recommended repository capacity [GB] = write I0/s x 67% x FlashCopy active time
[s] x 64 KB/IO / (1048576 KB/GB) x 150%

For example, let us assume an i5/0S partition with a total disk space of 1.125 TB, a
system save duration of 3 hours, and a given System i workload of 300 write I/O per
second.

The recommended repository size is then is as follows:
300 I0/s x 67% x 10800 s x 64 KB/IO / 1048576 GB/KB x 150% = 199 GB

So, the repository capacity needs to be 18% of its virtual capacity of 1.125 TB for the copy
of the production system space.

Sizing the repository number of disk arms

Because the workload to the shared repository volume has random I/O character, it is also
important to provide enough physical disk arms for the repository volume space to ensure
adequate performance.

To calculate the recommended number of physical disk arms for the repository volume space
depending on your write 1/0O workload in tracks per second (at 50% disk utilization), refer to
Table 4-4.

Table 4-4 Recommended number of physical arms

Disk Configuration Tracks per second per disk arm
RAID5 15K RPM 25
RAID5 10K RPM 18
RAID10 15K RPM 50
RAID10 10K RPM 36

For example, if you are using RAID5 with 15 KB RPM drives and 600 I/O per second, your
production host peak write I/O throughput during the active time of the space efficient
FlashCopy relationship is 600 I/O per second x 67% (accounting for 33% re-writes),
corresponding to 402 tracks per second and resulting in a recommended number of disk arms
as follows:

402 tracks per second / (25 tracks per second) / disk arm = 16 disk arms of 15 KB RPM
disks with RAID5
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4.3 Sizing tools

Several tools are available for sizing and performance measurements of the System i5
platform with external storage. In this section, we present the most important tools. Some of
these tools are System i sizing tools such as the Workload Estimator. Other tools, such as
Disk Magic, are IBM System Storage DS or Enterprise Storage Server (ESS) performance
tools.

4.3.1 Disk Magic

Disk Magic is a tool for sizing and modeling disk systems for various servers. You can use it to
model IBM and other disk systems attached to IBM System i, System p, System z®, System
x™ and other servers. Disk Magic is developed by IntelliMagic and is available for download
as follows:

» For IBM employees:

http://w3-1.ibm.com/sales/systems/portal/_s.155/254?navID=f220s380&geoID=A11&pr
0dID=Disk&docID=SSD5D00689DF4

» For business partners: Sign on to the IBM PartnerWorld® Web site and search for Disk
Magic:

http://www-1.ibm.com/partnerworld/pwhome.nsf/weblook/index emea en.html

To use Disk Magic for sizing the System i platform with the DS system, you need the following
i5/0S Performance Tools reports:

» Resource report: Disk utilization section

System report: Disk utilization section

Optional: System report: Storage utilization section
Component report: Disk Activity section

vYyy

For instructions on how to use Disk Magic to size System i with a DS system, refer to 4.5,
“Sizing examples with Disk Magic” on page 113, which presents several examples of using
Disk Magic for the System i platform. The Disk Magic Web site also provides a Disk Magic
Learning Guide that you can download, which contains a few step-by-step examples for using
Disk Magic for modelling external storage performance.

4.3.2 IBM Systems Workload Estimator for i5/0S

IBM Systems Workload Estimator (WLE) is a tool that provides sizing recommendations for
System i or iSeries models that are running one or more workloads. WLE recommends
model, memory, and disk requirements that are necessary to meet reasonable performance
expectations, based on inserted existing workloads or planned workloads.

To use WLE, you select one or more workloads from an existing selection list and answer a
series of questions about each workload. Based on the answers, WLE generates a
recommendation and shows the predicted processor utilization.

WLE also provides the capability to model external storage for recommended System i
hardware. When the recommended System i models are shown in WLE, you can choose to
directly invoke Disk Magic and model external storage for this workload. Therefore, you can
obtain both recommendations for System i hardware and recommendations for external
storage in the same run of WLE combined with Disk Magic.
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For an example of how to use WLE with Disk Magic, see 4.5.4, “Using IBM Systems
Workload Estimator connection to Disk Magic: Modeling DS6000 and System i for an exist
workload” on page 163.

4.3.3 IBM System Storage Productivity Center for Disk

IBM System Storage Productivity Center is an integrated set of software components that

ing

provides end-to-end storage management, from the host and application to the target storage

device in a heterogeneous platform environment. This software offering provides disk and
tape library configuration and management, performance management, SAN fabric
management and configuration, and host-centered usage reporting and monitoring from t
perspective of the database application or file system.

IBM System Storage Productivity Center is comprised of the following elements:

» A data component: IBM System Storage Productivity Center for Data

A fabric component: IBM System Storage Productivity Center for Fabric

A disk component: IBM System Storage Productivity Center for Disk

A replication component: IBM System Storage Productivity Center for Replication

vYvyy

IBM System Storage Productivity Center for Disk enables the device configuration and
management of SAN-attached devices from a single console. In addition, it includes
performance capabilities to monitor and manage the performance of the disks.

The functions of System Storage Productivity Center for Disk performance include:

v

Collect and store performance data and provide alerts
» Provide graphical performance reports

» Help optimize storage allocation

» Provide volume contention analysis

he

When using System Storage Productivity Center for Disk to monitor a System i workload on

DS8000 or DS6000, we recommend that you inspect the following information:

v

Read I/0 Rate (sequential)

Read I/0 Rate (overall)

Write I/O Rate (normal)

Read Cache Hit Percentage (overall)

Write Response Time

Overall Response Time

Read Transfer Size

Write Transfer Size

Cache to Disk Transfer Rate

Write-cache Delay Percentage

Write-cache Delay 1/0 (I/O delayed due to NVS overflow)
Backend Read Response Time

Port Send Data Rate

Port Receive Data Rate

Total Port Data Rate (should be balanced among ports)
Port Receive Response Time

I/O per rank

Response time per rank

Response time per volumes

VYYVYYYYYYYYYVYVYVYVYYVYY
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Figure 4-12 shows the read and write rate of the System Storage Productivity Center graph.
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Figure 4-12 Read and write rate
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Figure 4-13 shows the cache hit percentage of the System Storage Productivity Center
graph.

Figure 4-13 Read cache hit percentage
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Figure 4-14 shows the write cache delay percentage of the System Storage Productivity
Center graph.

IBV Sample LI Prexw 10 |

. arch =] b=l foor =] [ @[ 14w hext 10 |

Generate Chart | Show Trends |
1%

Wyvyrite-cache Delay Percentage-DSE000-2107-7520781 -1BM

0%
Mar 3, 2007 5:06 P har &, 2007 S:00 Ph har 9, 2007 12:53 AM

Figure 4-14 Write cache delay percentage

4.4 Gathering information for sizing

In this section, we discuss the methods and techniques for acquiring data for sizing the
storage solution.

4.4.1 Typical workloads in i5/0S

To correctly size the DS system for the System i platform, it is important to know the
characteristics of the workload that use the DS disk space. Many System i customer
applications tend to follow the same patterns as the System i benchmark commercial
processing workload (CPW). These applications typically have many jobs that run brief
transactions with database operations.

Other applications tend to follow the same patterns as the System i benchmark compute
intensive workload (CIW). These applications typically have fewer jobs running transactions
that spend a substantial amount of time in the application itself. An example of such a
workload is Lotus® Domino® Mail and Calendar.

In general, System i batch workloads can be 1/0 or compute intensive. For I/O intensive batch
applications, the overall batch performance is dependent on the speed of the disk subsystem.
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For compute-intensive batch jobs, the run time likely depends on the processor power of the
System i platform. For many customers, batch workloads run with large block sizes.

Typically batch jobs run during the night. For some environments, it is important that these
jobs finish on time to enable timely starting of the daily transaction application. The amount of
time that a batch job takes is called a batch window.

4.4.2 ldentifying peak periods

To size a DS system for an i5/0S system, we recommend that you identify one or two peak
periods, each of them lasting one hour, and collect performance data during these periods.
For instructions how to collect performance data and produce reports, refer to 4.4.3, “i5/0S
Performance Tools” on page 111.

In many cases, you know when the peak periods or the most critical periods occur. If you
know when these times are, collect performance data during these periods. In some cases,
you might not know when the peak periods occur. In such a case, we recommend that you
collect performance data during a 24-hour period and in different time periods, for example,
during end-of-week and end-of-month jobs.

After the data is collected, produce a Resource report with a disk utilization section and use
the following guidelines to identify peak periods:

» Look for one hour with the most I/O per seconds. You can insert the report into a
spreadsheet, calculate the hourly average of 1/O per second, and look for the maximum of
the hourly average. Figure 4-15 shows part of such a spreadsheet.

» For many customers, performance data shows patterns in block sizes, with significantly
different block sizes in different periods of time. If this is so, calculate the hourly average of
the block sizes and use the hour with the maximal block sizes as the second peak.

» If you identified two peak periods, size the DS system so that both are accommodated.

|0/sec Reads/sec |Writes/sec Blksize |High util
31. jan 23-0 237,58 102,18 135,35 14,29 11,08
1. feb 0-1 506,93 312,96 193,93 28,71 12,18
1. feb 1-2 321,59 212,95 108,58 31,16 747
1. feb 2-3 112,06 57,04 54,97 21,11 3,00
1. feb 34 230,35 163,13 67,18 30,66 4,53
1. feb 4-5 24473 128,20 116,44 25,20 £.48
1. feb 5-6 115,22 27,37 87,81 16,03 2,70
1. feb 6-7 708,03 570,53 137,44 11,28 13,86
1. feb 7-8 451,61 340,03 141,54 14,38 8,31
1. feb 8-9 877,73 582,63 295,04 17,21 14,47
1. feb 910 831,39 518,83 312,54 2295 14.80@
1. feb 10-11 531,93 488,35 143,52 17,51 .95

Figure 4-15 Identifying the peak period for the System Storage Productivity Center

4.4.3 i5/0S Performance Tools
To use the sizing rules of thumb and Disk Magic, you need the following performance reports
from i5/0S:

» System Report. Disk Utilization and Storage Pool utilization sections
» Component Report: Disk Activity section
» Resource Report: Disk Utilization section
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To produce the System i5 performance reports that are needed for sizing the DS system:
1. Install the licensed program Performance Tools 5722-PT1 on i5/0S.
2. On the i5/0S command line, enter the GO PERFORM command.

3. Inthe IBM Performance Tools for i5/OS panel that opens, select 2. Collect Performance
Data as shown in Figure 4-16.

PERFORM IBM Performance Tools for i5/0S
System: RCHLTTN1
Select one of the following:

1. Select type of status
. Collect performance data
. Print performance report

w N

Performance utilities
Configure and manage tools
Display performance data
System activity

. Performance graphics
Advisor

O O 00N O

70. Related commands

Selection or command

F3=Exit  F4=Prompt F9=Retrieve F12=Cancel F13=Information Assistant
F16=System main menu

Figure 4-16 PERFORM menu panel

4. On the Collect Performance Data panel, select 1. Start Collecting Data.

5. On the Start Collecting Data panel, specify the collection interval as 15 minutes or 5
minutes, and press Enter. i5/0S starts collecting the performance data.

6. After a period of time, on the Collect Performance Data panel, select 2. Stop collecting
data.

7. On the IBM Performance Tools for iSeries panel, select 3. Print performance Report.

8. On the Print Performance Report - Sample Data panel, make sure that the listed library at
the field Library is the one to which you collected data. You might need to change the
name of the library. For the member, select 1. System report, and press Enter.

9. On the Select Section for Report panel, select Disk Utilization and Storage Pool
Utilization, and press Enter.

10.0n the Select Categories for Report panel, select Time Interval.

11.0n the next panel, you can select the intervals for the report. If you collected data for 24
hours and then identified a peak hour, select only the intervals of this particular hour.
Select the intervals and press Enter. This job starts and produces report in a spooled file.

12.0n Print Performance Report - Sample Data panel, for member, select 2. Component
report.
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13.0n the Select Section for Report panel, select Disk Activity, and then select Time
Interval. Then select all intervals or just the intervals of the peak period. Press Enter to
start the job for report.

14.0n the Print Performance report - Sample Data panel, for member, select 5. Resource
report.

15.0n the Select Section for Report panel, select Disk Utilization and then select Time
Interval. Then select all intervals or just the intervals of the peak period. Press Enter to
start the job for the report.

16.To insert the reports into Disk Magic, transfer the reports from the spooled file to a PC
using iSeries Navigator.

17.In iSeries Navigator, expand the i5/0S system on which the reports are located. Expand
Basic Operations and double-click Printer output.

18.Performance reports in the spooled file are shown on the right side of the panel. Copy and
paste the necessary reports to your PC.

4.5 Sizing examples with Disk Magic

In this section, we describe three examples of using Disk Magic to size the DS system for the
System i platform.

4.5.1 Sizing the System i5 with DS8000 for a customer with iSeries model 8xx
and internal disks

In this example, DS8000 is sized for a customer’s production workload. The customer is
currently running a host workload on internal disks; performance reports from a peak period
are available. For instruction on how to produce performance reports, refer to 4.4.3, “i5/0S
Performance Tools” on page 111.
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To size DS8000 using Disk Magic:

1. On the Welcome to Disk Magic panel (Figure 4-17), select Open and iSeries Automated
Input (*.I0OSTAT, *.TXT, *.CSV) and click OK.

||:ﬁ| Welcome to Disk Magic

Open Existing Dizk Magic File

("~ Open Existing Disk Magic Project File - with extension D2

Create Mew Project Using Automated [nput

E " zSenez or WLE Automated Input - with extension DMC

E (* fipen and i enes Automated IRpUt (06 TAT. % TwT . % Cow
D'54000 Performance Monitor supported. Click here fior help,

Create Mew Project Using Manual [nput

ﬁ " General Project

Mumber of zSenies Servers j

Mumber of Qpen Servers —1

. Mumber of [Senes Servers =
@ (" TFF Project
Create 5% Project

%555 " SaMN Wolume Contrallzr Praject wWizard
oA

Intraduction & Changes oK Cancel ‘ Help

Figure 4-17 Disk Magic Welcome dialog box
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2. In the Open window (Figure 4-18), choose the directory that contains the performance

reports, select altogether the corresponding system, resource and component report files
and click Open.

You can also concatenate all necessary iSeries performance reports into one file and

insert it into Disk Magic. In this example, both System report - Storage pool utilization and
System report - Disk utilization are concatenated into one System report file.

Select multiple Disk Magic input files using the Shift or Ctrl key

My Recent
Documents

e

Desktop

o

My Documents

Ny Computer
.

My Metwark
Places

Loal in: |L§ Example 1

| e &y E

~ QPPTCPTR-Comp.report.txt
ﬂ QPPITVR-Res.report. bt
=) {QPPTSYSR-Sys.repart. bt

A

File name: |"OPPTSYSH-Sys.rep0rt.bd" "QPPTCPTF{-Cnmj Open |
Files of type: |iSeries PT Reports {*bd) j Cancel

Figure 4-18 Inserting PT reports to Disk Magic
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3. Disk Magic shows you an overview of the read performance files in the Multiple File
Open - File Overview window as shown in Figure 4-19. By default Disk Magic accounts for
different ASPs by treating them as separate 1/0 workloads allowing to model the external
storage performance on an ASP level.

The Lowest Common Multiple of all intervals iz 300 seconds [00:05:00]

Select Al Edit Froperties Cancel | Help |

Figure 4-19 Disk Magic - File Overview dialog box
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If you want to model your external storage solution with a system 1/0 workload aggregated
from all fASPs or if you want to continue using potentially configured i5/0S mirroring with
external storage:

a. Click Edit Properties.

b. Click Discern ASP level.

c. Select Keep mirroring, if applicable,
d. Click OK as shown in Figure 4-20.

Otherwise, click Process All Files (in Figure 4-19) to continue.

.
(5] Multiple File Open - Server Processing Options

For server "0ABEPROD™ v Include this server
iSernies Properties

[ Keep mirroring, if applicable

Override Interval Properties for this Server [Advanced)

First Interval Start Time

“7 Dienstag . 21. Noverber 2006

Interval Length

I minutes: l_ 5 Inzeconds: 300 hkeroncss l_ ||

| Eanﬂ | HeIpJJ

Figure 4-20 Disk Magic - Server processing options

While inserting reports, Disk Magic might show a warning message about inconsistent
interval star and stop times (see Figure 4-21).

— —

Disk Magic - DMW1302'W

Inzonsistent interval start/stop times detected in PT repaorts
T\ for system DABPROD.
L

Frevious report specified

Started: 21/11/06 12:00:03 Stopped: 22/11/06 00:00:00
Current report specifies

Started: 21/11/06 13:00:03 Stopped: 22/11/06 00:00:00
Fleaze check the validity of these reports.

Puzh the Help button for more detailed information,

Help

L

Figure 4-21 Inconsistent start/stop times message

One cause for inconsistent start and stop times might be that the customer gives you
performance reports for 24 hours, and you select a one-hour peak period from them. Then
the customer produces reports again and selects only the interval of the peak period from
the collected data. In such reports, the start and stop time of the collection does not match
the start and stop time of produced reports. The reports are correct, and you can ignore
this warning. However, there can be other instances where inconsistent reports are
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inserted by mistake, so we recommend that you resolve this issue by getting a set of
consistent reports.

4. After successful processing of the performance report files Disk Magic shows the I/O Load
Summary as shown in Figure 4-22. Click Create Model to proceed with the external
storage performance modeling.

(i Multiple File Open - I/0 Load Summary by Interval
Click on a column header to select the interval with the peak value for that column, or click on a row to select a specific interval

Interval Start Time| Servers| 10 Rate| Read%| Write%| R\ Ratio] MB/s| WMB/s| RMBis|ServTime| kBWI| KBIR «|
Tue Nov 21 17:20:03 2006 1 34343 90,0 10,0 80 147 15 132 02 44 44
Tue Nov 21 17:25:03 2006 1 2472 247 15,3 55 23,0 3.5 19,5 0,3 93 93
Tue Nov 21 17:30:03 2006 1 768,3 58,4 316 22 12,2 39 g4 0.8 16,3 16,3
Tue Nov 21 17:35:03 2006 1 4144 451 50,9 1,0 6,6 3.4 33 1,1 16,4 16,4
Tue Nowv 21 17:40:03 2006 1 1.502,6 53,8 45,2 12 14,1 6,5 7.6 0.4 86 86
Tue Now 21 17:45:03 2006 1 8052 186 21,4 02 13,7 111 5 02 231 231
Tue Nov 21 17:50:03 2006 1 4534 25,0 71,0 04 32,0 227 9.3 12 656 4 65 4
Tue Nov 21 17:55:03 2006 1 5383,8 272 72,8 04 30,7 22,4 g4 1,6 539 53,9
Tue Now 21 18:00:03 2006 1 5§12 4 255 745 0,3 32,7 244 83 1,1 547 547
Tue Nov 21 18:05:03 2006 1 7023 222 L] 03 30,4 23,7 §3 1,0 422 -‘--‘-.-‘-J
Tue Nov 21 18:10:03 2006 1 4375 13,2 26,8 02 10,6 92 1,4 0.5 219 219
Tue Nowv 21 18:15:03 2006 1 §33,0 20,4 79,6 0.3 7.3 5.9 1.9 0,5 8,1 8,1
Tue Now 21 18:20:03 2006 1 16396 329 87,1 0,5 11,3 75 3.7 0.5 7,1 I,
Tue Nov 21 18:25:03 2006 1 608,2 12 28,8 0.1 48 41 0,5 03 7T r.T
Tue Nowv 21 18:30:03 2006 1 503,3 92,7 0,1 3.7 3.4 3 0,2 T4 74
Tue Nov 21 18:35:03 2006 1 §10,0 931 01 48 43 03 02 e Fr
Tue Now 21 18:40:03 20068 1 4311 92,9 01 32 3,0 02 02 r.r I
Tue Nov 21 18:45:03 2006 1 4796 G924 0,1 3.7 3.4 0,3 02 2,0 2,0
Tue Nowv 21 18:50:03 2006 1 603,5 ! 83,2 0,1 4.4 4.1 0,3 02 75 75>
4 »

There are 144 intervals in the data sample.
The interval length of all intervals iz 300 zeconds [00:05:00]

Delete selected intervals Frint Log | LCancel ‘ Help ‘

Figure 4-22 Disk Magic - Successfully imported performance reports

5. In the TreeView panel in Disk Magic, observe the following two icons (Figure 4-23):

— Example1 denotes a workload.
— iSeries1 denotes a disk subsystem for this workload.

Double-click iSeries1.

[ Disk Magic - untitled.dm?2
File View Options Window Help

D E| (e =88] 2| 4
Tree\iew [Lizfiiew - Contents of 'iSe
Bl 1 WalSer | Pl
— @ hodel

W E:arnplel

Figure 4-23 Selecting the disk subsystem
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6. The Disk Subsystem - iSeries1 panel displays, which contains data about the current

workload on the internal disks. The General tab shows the current type of disks

(Figure 4-24).

[l Disk Subsystem - iSeries1

-,

| iSenes Disk I iSenes Workload I

Mame |i5 eres]

Hardware Type I IBM iSenizslntermnal ;I
M anufacturer |IEM

Dezcription

Figure 4-24 Disk Subsystem window: General tab

ﬂistu:uryl Solve Baze | Eepurt’ Erapt Help |
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The iSeries Disk tab on the Disk Subsystem - iSeries1 window shows the current capacity
and number of disk devices (Figure 4-25).

-,

B8 Disk Subsystem - iSeries1
iSenes Waorkload ]

E xamplel l

Total Capacity [GE] 31630
Murnber of Devices 133

Mate that the capacity stated here iz uzable, net capacity. [t doez nat
include space used for parity stripes for BAID 5, and reports only half
the capacity far arw mirored dizk pairs.

History Baze Repart Help

Figure 4-25 Disk subsystem window: iSeries Disk tab

120 IBM System Storage Copy Services and IBM i: A Guide to Planning and Implementation



The iSeries Workload tab on the same panel (Figure 4-26) shows the characteristics of
the iSeries workload. These include reads per sec, writes per sec, block size, and reported
current disk service time and wait time.

a. Click the Cache Statistics button.

[ Disk Subsystem - iSeries1
General] iSenies Disk  iSenes Waorkload

E=amplel l

Input Parameters

i 2.959.2 BArg KB per /0 a0
Writes per zec 1,95_8.8 Eupert Cache M8) (3575

" 1/0z per zec

Fead Percentage

LCache Statiztics

Meazured perfarmance

Service Time [msec) IT LUM Uiilization (%] [qpn
Wfait Time [mzec) 1.2

Hiztomny Baze Beport Help

Figure 4-26 Disk Subsystem: iSeries Workload tab

b. You can observe the current percentage of cache read hits and write efficiency as
shown in Figure 4-27. Click OK to return to the iSeries Workload tab.

-,

b Cache Statistics for Host Example1

i
i

Write Efficisncy 740
Seek Percentage 797

(" Read Hit Percentage

(« Controller Read Hit 8.0
Device Fead Hit 297 4

2
i

0. Cancel | Help |

Figure 4-27 Cache statistics of workload on internal disk

c. Click Base to save the current disk subsystem as a base for Disk Magic modeling.
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d. Disk Magic informs you that the base is created successfully, as shown in Figure 4-28.
Click OK to save the base.

Disk Magic - DMW10311

for 'iSenes]".

\il) Baze was successfully created

Help

Figure 4-28 Saving the base

7. Insert the planned DS configuration in the disk subsystem model by inserting the relevant
values on each tab, as shown in the next steps. In this example, we insert the following
planned configuration:

— DS8100 with 32 GB cache

12 FC adapters in System i5 in multipath, two paths for each set of LUNs
Six FC ports in DS8100

Eight ranks of 73 GB DDMs used for the System i5 workload

— 182 LUNs of size 17.54 GB

To insert the planned DS configuration information:

a. On the General tab in the Disk Subsystem - iSeries 1 window, choose the type of
planned DS for Hardware Type (Figure 4-29).

BE Disk Subsystem - iSeries1
General l iSeries Digk ] iSeres Warklnad]
Mame [iSeries]
Hardware Type |IEM iSerieslnternal ﬂ
IEM DSES00 A
M anufacturer [EM DEE a0 I—
IBEK DSE300 o
IEM D58300 LPAR 1
IEM ESS 750
IEK ESS BOO
IEM ESS Eux i
IEM ESS Fun ¥
Dezcrption
Histary | | | Repart | Graph | Help |

Figure 4-29 Inserting a planned type of DS
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Notice that the General tab interface changes as shown in Figure 4-30. If you use
multipath, select Multipath with iSeries. In our example, we use multipath, so we
select this box. Notice that the Interfaces tab is added as soon as you select DS8000
as a disk subsystem.

B8 Disk Subsystem - iSeries1 - Base # 1 - iSeriesInternal
General ] Interfaces] iSeries Disk] i5eries Worklnadl

N ame: |iSeriest

Hardware Type |IBM DSE100 j

Manufacturer ||BM

Swstern Memary (GE) 12

Persistent Memory (GB] Multipath with iSeries v

Degcription

Histary ‘ Salve | Baze | Report | Graph | Help |

Figure 4-30 Disk Magic: Selecting the hardware and specifying multipath

b. Click the Hardware Details button. In the Hardware Details window (Figure 4-31), for
System Memory, choose the planned amount of cache, and for Fibre Host Adapters,
enter the planned number of host adapters, and click OK.

£ Hardware Details IBM DS8100
Froceszor Complex dual 2-way
Failover Mode Mo A
Syztemn Memon [GE] 32 -
[uzed for Cache / NYS]
ESCOM Host Adapters a
FICOM Hast Adapters a
Fibre Host Adapters E
D evice Adapters I
Ok | LCancel ‘ Help |

Figure 4-31 Disk Magic: Specifying hardware details of DS
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c. Next, in the Disk Subsystem - iSeries1 window, select the Interfaces tab, as shown in
Figure 4-32. On the Interfaces tab, under the From Disk Subsystem tab, click the Edit
button.

-

BH Disk Subsystem - iSeries1

General Interfaces | i5eries Disk] iSeriesWDrkIDad]

Type [DSS side) | Type (Serverside) | Count | Ut b Switch [3%)
Fibre 2 Gb Fitwe 2 Gb 4 Nt

Add | Delete |
Fram Disk Subzsyztem | Fram Servers
Femate Copy Interfaces
| Remote Copy Type | Interface Type | Count | Digtance
~
~ 1

+ Mo Remaote Copy active

ﬂistu:ur_l,l| Salve | Baze | Eepu:urt| ﬁraph| Help |

Figure 4-32 Specifying the DS host ports: Interfaces tab

d. In the Edit Interfaces for Disk Subsystem window (Figure 4-33), for Count, enter the
planned number of DS ports, and click OK.

.
## Edit Interfaces for Disk Subsystem
D33 side |Fibre 2 Gb |
Server side |Fibre 2Gh ﬂ
Count 3 j‘
o | 1o |

Figure 4-33 Inserting the DS host ports: Edit Interfaces for Disk Subsystem
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e. Back on the Interfaces tab (Figure 4-32), select the From Servers tab, and click Edit. In
the Edit Interfaces window (Figure 4-34), enter the number of planned System i5 FC

adapters. Click OK.

ii Edit Interfaces for Example1

LCancel | Help ‘

DSS side |Fibre 2 Gb -l
Server side |Fibre 2Gh ﬂ
Covirnt Wj
l—j [Only for ESS, DSEOOD and
015 8000)

Figure 4-34 Inserting the System i5 FC adapters

f. Next, in the Disk Subsystem - iSeries1 window, select the iSeries Disk tab, as shown in
Figure 4-35. Notice that Disk Magic uses the reported capacity on internal disks as the

default capacity on DS. Click Edit.

i Disk Subsystem - iSeries1

]

General] Interfaces | iSenes Wu:urklu:uad]

Phusical Tppe | RAID Type | Capacity | Estent Pool
LSE000 73GEA5k  RalD & 323896 Pool_Examplel
add | Dekte | Edt |
Uzed Raid Ranks for iSenies Extents:
Ranks | Size and Type | Used [GE] |Free [GB) |Drive Sets (15 disks]

g D558000 736615k 323896 35033 4

ﬂistu:ur_l,l| Solve | Baze ‘ Eepu:urt|

Eraph‘ Help |

Figure 4-35 iSeries disk
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g. In the Edit a Disk Type window (Figure 4-36), enter the desired capacity to achieve
modeling of the planned number of ranks.

In our example, we enter the capacity of planned eight ranks. Each RAID-5 rank with a
spare disk (6+P+S rank) has 415 GB of effective capacity, and a RAID-5 rank without a
spare disk (7+P ranks) has 483 GB of effective capacity. For Disk Magic modeling, we
assume that only 6+P ranks are used, so we plan for 8 x 415 GB = 3320 GB capacity.

Refer to 3.2.6, “Planning for capacity” on page 67 for more information about available
capacity.

The actual capacity used by i5/0S is specified in the Workload window. The capacity
might be lower than the capacity that was specified in this panel. This is so because
you cannot allocate all available capacity i5/08S. If you do, the capacity used by i5/0S
will be lower because of fixed LUN sizes for i5/0S. Refer to Chapter 3, “i5/0S planning
for external storage” on page 51 for more information about LUN sizes.

Observe that 73 GB DDMs and RAID-5 protection are the default values in this panel.
Notice also that a default extent pool for iSeries workload is created in Disk Magic.

=3 Edit a Disk Type x|
HDD Type |D58000 73GE/ 15 B
=
RAID Type |R&ID 5 =
Capacity [GE] |3.320.00
Eutent Pool lF'C|C|I_E:-:arn|:u|n31 ]
ar. 1 Cancel | Help J

Figure 4-36 Inserting the capacity for the planned number of ranks
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After you insert the capacity for the planned number of ranks, the iSeries Disk tab
shows the correct number of planned ranks (see Figure 4-37).

B Disk Subsystem - iSeries1
i5 enies Workload ]

General ] Interfaces | |

Physical Type |F|AID Type | Capacity | Extent Pool
058000 73GEA15k  |RAID B 3.32000 | Pool Example1
Add | Delete | Edi |

Jzed Raid Ranks for iSeries Extents:

Ranks | Size and Type | Used [GB] | Free (GB) | Drive Sets (16 disks)
] DSE000 73GBAGk 332000 26935 4

ﬂistary| Solve | Baze | Eepart‘ Eraph‘ Help |

Figure 4-37 Planned number of ranks
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h. Finally, select the iSeries Workload tab. Specify the planned number of LUNs and the
usable capacity for i5/0S.

In our example, we use 182 x 17.54 GB LUNSs, so the usable capacity for i5/0S is
3192 GB (see Figure 4-38). We recommend that you create one extent pool from one
DS rank. Nevertheless in Disk Magic, you can model one extent pool that contains all
planned ranks, because modeled values do not depend on the way in which extent
pools are specified in Disk Magic. In our example, we use only the extent pool created
by Disk Magic as the default.

Click Cache Statistics.

-

B8 Disk Subsystem - iSeries1

General] Interfaces] iSenes Digk  iSeries Workload

Examplel l
|nput Parameters
{+ Reads per zec 29532 Ayg KB per /0 ad
WIS (2162 1.366.8 Eupert Cache [MB]
(" |/0z per sec
Read Percentage LM count 182
Estent Pocl | Pool_Example1 v | UsedCapacity [GE] 3192
Cache Statistics Remote Copy
todel Outputs
Service Time [meec) a7 LU Utilization (3] 100
Wit Time [mzec] 1z

Utilizationz
History Solve Baze Repart Graph Help

Figure 4-38 Planned number of LUNs
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i. Inthe Cache Statistics for Host window (see Figure 4-39), notice that Disk Magic
models cache usage on DS8000 automatically based on the reported current cache
usage on internal disks. Click OK.

~

il Cache Statistics for Host Example1

i

Fead Hit Percentage % wihite Efficiency
Seek Percentage

o

v Autornahc Cache Modeling QK. Cancel ‘ Help |

Figure 4-39 Automatic cache modeling

8. After you enter the planned values of the DS configuration, in the Disk Subsystem -
iSeries1 panel (Figure 4-38), click Solve.

9. A Disk Magic message displays indicating that the model of planned scenario is
successfully solved (Figure 4-40). Click OK to solve the model of iSeries or i5/0S
workload on DS.

Disk Magic - DMW 10321

\!‘) iSeries] was succeszfully zolved.

Help

Figure 4-40 Solving the model of planned scenario
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10.After you solve the model of the planned scenario, on the iSeries Workload tab
(Figure 4-41), notice the modeled disk service time and wait time. Click Utilizations.

-,

B Disk Subsystem - iSeries1

General] Interfacesl iSeries Digk  iSenies Workload

Examplel ]

Input Parameters

f+ Feads per sec 29592 Avg KB perl/0 90
wiies per see 1.365.8 Expert Cache [MEB]

i 1/0s per zec

’—
Read Percentage LUM court 162

ExtentPool | Pool_ExampleT | WsedCapacity [GB] 379200
LCache Statizstics Remate Copy
Maodel Dutputs

Service Time [msec) W LUM Utilization [%)  [1q,2
Wialt Time [meec) 0o

Utilizations

Baze | Eepart‘ Eraph‘ Help |

History _

Figure 4-41 Modeled disk service time and wait time
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11.In the Utilizations IBM DS8100 window (Figure 4-42), observe the modeled utilization of
physical disk drives or hard disk drives (HDDs), DS device adapters, LUNs, FC ports in

DS, and so on.

In our example, none of the utilization values exceeds the recommended maximal value.
However, the HDD utilization of 32% approaches the recommended threshold of 40%.
Thus, you need to consider additional ranks if you intend to grow the workload. Click OK.

-

2 Utilizations IBM DS8100
Average SMP Utilization %) | 120 |
Average Internal Bus Utilization [Z] | a4 |
Awerage Logical Device Utilization [%) | 102 |
Highest D& Utihzation [3) | 200 |
Highest HDD Utilization [7) | 23 |
Average FICOM Ha Utilization [%] | o
Highest FICOM Part Litilization [%] | |
Average Fibre HA Utiization (%) | 25 | N
Highest Fibre Part Ltilization () [ 175 | N
Awerage ESCOM HA Utilization (%) | o[
Highest ESCON Fort Utiization (%) | 0 |
Average PPRC Link Utiization (3] | 0
Average =RC Link Utlization [%) ' o |
Help |

Figure 4-42 Modeled utilizations

12.0n iSeries Workload tab (Figure 4-41), click Cache Statistics. In the Cache Statistics for
Host window (Figure 4-43), notice the modeled cache values on DS. In our example, the
modeled read cache percentage is higher than the current read cache percentage with
internal disks, but modeled write cache efficiency on DS is about the same as current
rather high write cache percentage. Notice also that the modeled disk seek percentage
dropped to almost half of the reported seek percentage on internal disks.

[ Cache Statistics for Host Example1

Read Hit Fercentage % Wite Efficiency b4
Seek Percentage

o

v Automatc Cache Modelng Ok Cancsl | Help

Figure 4-43 Modeled cache hits
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You can also see modeled utilizations, disk service, wait times, and cache percentages in
the Disk Magic log, as shown in Figure 4-44.

Cache Size / Backstore Sensitivity 6.0

Advanced DS6000/DS8000 Outputs:

Processor Utilization: 13.0%

Highest HDD Utilization: 32.3%

Back End Interface Utilization: 20.0%

Internal Bus Utilization: 3.4%

Avg. Host Adapter Utilization: 2.5%

Avg. Host Interface Utilization: 17.5%

Extent Pool Type HDD RAID Devices GBytes Log.Type

Pool_Examplel FBiSeries 73GB/15k  RAID 5 182 3320.0 LUN

Extent Pool I/0 10SQ Pend Conn Disc Resp Highest
Rate Time HDD Util

Pool_Examplel 4926.0 0.0 --- --- --- 3.8 32.3%

iSeries Server I/0 Transfer Serv Wait Read Read Write Write LUN LUN
Rate Size (KB) Time Time Perc Hit% Hit% Eff % Cnt Util%

Average 4926 9.0 3.8 0.0 60 41 100 74 182 10

Examplel 4926 9.0 3.8 0.0 60 41 100 74 182 10

Figure 4-44 Modeled values in the Disk Magic log
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13.You can use Disk Magic to model the critical values for planned growth of a customer’s

workload, which can be predicted to a point at which the current DS configuration no

longer meet performance requirements and the customer must consider additional ranks,

FC adapters, and so on. To model DS for growth of the workload:

a. Inthe Disk Subsystem - iSeries1 window, click Graph. In the Graph Options window

(Figure 4-45), select the following options:

¢ For Graph Data, choose Response Time in ms.
¢ For Graph Type, select Line.
* For Range Type, select I/0 Rate.

Observe that the values for range of I/O rate are already filled with default values,

starting from current 1/O rate. In our example, we predict a growth rate of three times
larger than the current I/O rate, increasing by 1000 I/O per second at a time. Therefore,

we insert 14800 in the To field and 1000 in the By field.
b. Click Plot.

r-||ﬁ| Graph Options
Graph Data |Service Time in ms A -
Server Type l— j [~ By Server or iSeries ASP
Sensitivity |Nnne j W Full Update
Graph Tppe |Line j v Tatals on bar
Range Twpe [|/0FRate  »| fomfa5260 '@ [148000 b»|10000
Titke Model
Sub Title |iSeriest
Dutput [Ewcelzonz |
[+ | owe| T
ReDao ’ Histary J Clear LCloze ‘ Help ‘

Figure 4-45 Graph options for disk response time
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A spreadsheet is created that contains a graph with the predicted disk response time
(service time + wait time) for I/O rate growth. Figure 4-46 shows the graph for our
example. Notice that at about 9000 1/Os per second, the predicted response time will
exceed 5 ms, which we consider as a high limit for good response time. At about 12000
I/Os per second, disk response time will go over 7 ms and start to drastically increase.

The customer can increase the I/O rate to about 9000 I/Os per second with a disk
response time that is still acceptable. If the customer increases the I/O rate even more, the
disk response time increases accordingly, but at about 12000 I/Os per second, the current
DS configuration is saturated.

Model1
iSeries1

20

15 /

10 / DS8100 /16 GB

—

Response Time in ms (iSeries)

4926 6926 8926 10926 12926
5926 7926 9926 11926 13926

Total 1/0 Rate (I/Os per second)

Figure 4-46 Disk response time at I/O growth
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14.Next, produce the graph of HDD utilizations at workload growth.

a. Inthe Disk Subsystem - iSeries1 window, on the iSeries Workload tab, click Graph. In
the Graph Options window (Figure 4-47):

e For Graph Data, select Highest HDD Utilization (%).

¢ For Graph Type, select Line.

* For Range Type, select I/O Rate and select the appropriate range values. In our
example, we use the same /O rate values as for disk response time.

b. Click Plot.

il Graph Options
Graph Dats | Highest HOD wutilization (%] |
Server Type | J [ By Server or iSeries 5P
Setsitivity |Nnne ﬂ v Full Update
Graph Type |Line ﬂ v Totalz on bar
Range Tvpe |10 Rate | fromag2en te 148000 by |1.0000
Title [Modelt
Sub Tithe |iSeriest
Dutput Excel 2003 -

I Browse|
BRe Do ‘ Histary ‘ Clear ‘ LCloze ‘ Help ‘

Figure 4-47 Graph options for HDD utilization
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A spreadsheet is generated with the desired graph. Figure 4-48 shows the graph for our
example. Notice that the recommended 40% HDD utilization is exceeded at about 6000
I/O per second, and 70% is exceeded at about 11000 I/O per second, which confirms that
the current configuration is saturated at 11000 to 12000 I/O per second.

Model1
iSeries1
100
90 -
80 ‘/.,L
70
60 A DS8100/ 16 GB

50 /
40 ./r/./
30

20

Highest HDD utilization (%) (iSeries)

4926 6926 8926 10926 12926
5926 7926 9926 11926 13926

Total I/O Rate (I/Os per second)

Figure 4-48 HDD utilization at I/O rate growth

After the installing the System i5 platform and DS8100, the customer used initially six ranks
and 10 FC adapters in multipath for the production workload. Because an iSeries model 825
replaced a System i5 model, the I/O characteristics of the production workload changed,
because of higher processor power and larger memory pool in the System i5 model. The
production workload produces 230 reads per second and 1523 writes per second. Also, the
actual service times and wait times do not exceed one millisecond.
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4.5.2 Sharing DS8100 ranks between two i5/0S systems (partitions)

In this example, we use Disk Magic to model two i5/0S workloads that share the same extent
pool in DS8000. To model this scenario with Disk Magic:

1.

Insert into Disk Magic reports of the first workload as described in 4.5.1, “Sizing the
System i5 with DS8000 for a customer with iSeries model 8xx and internal disks” on

D= E| [ =

a o [om
g| o |:.:

)

[Treeliew

|Listview - Contents of iSeriesl"

E Project]

Create Remote Copy Secondary DSS
Add reports

Merge

Add

Rename

Duplicate

Close

Base
Solve
Report
Split...

YolSer | Devio | A

Figure 4-49 Adding reports from the other system

Chapter 4. Sizing external storage for i5/0S

. After reports of the first i5/0S system are inserted, add the reports for the other system. In
the Disk Magic TreeView panel, right-click the disk subsystem icon, and select Add
Reports as shown in Figure 4-49.

137



3.

In the Open window (Figure 4-50), select the reports of another workload to insert, and
click Open.

Open

Look in: IL’f‘} Exampls 2

_E @ Ex2-1-comp report. txt
u @ Ex2-1-Res report. txt
My Recent [Z] Ex2-1-8ys report. bt
Documerts I‘:’I Ex2-2-comp report, txt
.FT_' EJ Ex2-2res report. txt
: [Z] Ex2-2-sys report. bt
Desktop
',
My Documents
Ny Computer
":-_g
My Networke  File name: IE:-:E—Q-ccump report bd ) Open I
Places
Files of type: IiSeries Report Files *bd) ;I Cancel |
A

Figure 4-50 Inserting reports from another i5/0S system

4. After the reports of the second system are inserted, observe that the models for both

workloads are present in TreeView panel as shown in Figure 4-51. Double-click the
iSeries disk subsystem.

File View Options Window Help

sSEICEE

Treekiew Lisbiew - Contents o
@_1 WolSer
- & Model

M Exarnplz2-1

M Evample2-2

B iSenesT;

Figure 4-51 Models for both systems
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5. In the Disk Subsystem - iSeries1 window (Figure 4-52), select the iSeries Disk tab. Notice
that the two subtabs on the iSeries Disk tab and that each shows the current capacity for
the internal disks of one workload.

a. Click the Example2-1 tab, and observe the current capacity for the first i5/0OS workload.

B8 Disk Subsystem - iSeries1
General iSeries Disgk l iSeries WD[HDad]

l E:-:ampleE-E] Tatal ]

Total Capacity [GE] 107.49
Murnber of Devices 7

Mate that the capacity stated here iz uzable, net capacity. [t does not
include zpace uzed for parity stripes for BAID 5, and reports only half
the capacity for any mirored dizk pairs.

ﬂistu:ury| | Baze ‘ Eepnrt| | Help |

Figure 4-52 Current capacity of the first i5/0OS system
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b. Select the Example2-2 tab to see the workload of the second i5/0S system
(Figure 4-53).

B8 Disk Subsystem - iSeries1
General i5eries Disk l iSeries 'W'u:urkload]

2] 1 |

Total Capacity [GE] 24798
Murnber of Devices 6

Mate that the capacity stated here iz uzable, net capacity. [t does not
include space used faor parity stipes for BAID 5, and reportz anly half
the capacity for any minored dizk pairs.

ﬂistu:ury| | Baze | Bepu:urt| | Help |

Figure 4-53 Workload characteristics of each system

6. Select the iSeries Workload tab, and click Cache Statistics. The Cache Statistics for Host
window opens and shows the current cache usage. Figure 4-54 shows the cache usage of
the second i5/0S system. Click OK.

i Cache Statistics for Host Example2-2

o

(" Head Hit Percentage % wiite Efficiency 374
(+ Controller Fiead Hit 59 %  Seek Percentage E7.0

Device Read Hit T 4

i

0k LCancel ‘ Help |

Figure 4-54 Current cache usage of workloads

7. In the Disk Subsystem - iSeries1 window, click Base to save the current configuration of
both i5/0S systems as a base for further modeling.
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8. After the base is saved, model the external disk subsystem for both workloads:

a. Inthe Disk subsystem - iSeries1 window, select the General tab. For Hardware type,
select the desired disk system. In our example, we select DS8100 and Multipath with
iSeries, as shown in Figure 4-55.

-

B8 Disk Subsystem - iSeriesT

General l Interfaces] iSemies Disk] iSeries Waorkload

M ame |i5 enes]
Hardware Type | B DSET00 j
b anufacturer [T

Spztem Memary [MEB] 16,354
Perzistent Memory [ME]

Description

Hardware Detailz

ﬂistur_l,l| Solve | Baze | Eepmt| Eraph| Help |

Figure 4-55 Selecting the external disk subsystem

In our example, we plan the following configurations for each i5/0S workload:

e Workload Example2-1: 12 LUNSs of size 17 GB and 2 System i5 FC adapters in
multipath

e Workload Example2-2: 22 LUNSs of size 17 GB and 2 System i5 FC adapters in
multipath

The four System i5 FC adapters is connected to two DS host ports using switches.
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b. To model the number of System i5 adapters, select the Interfaces tab, and then select
the From Servers tab. You see the current workloads with the four default interfaces
(see Figure 4-56). For each workload, highlight the workload, and click Edit.

L o

B8 Disk Subsystem - iSeries1

General Interfaces l iSeries Disk] iSeries Wu:urklu:uad]

Server | Type [Server side) | Type (D55 zide] | Count | Digtance
Examplez-1 Fibre 2 Gh Fibre 2 Gb 4 ]
Example2-2 Fibre 2 Gh Fibre 2 Gb 4 ]

Edit

From Disk Subsyztem  From Servers

Remote Copy Interfaces

| FRemote Copy Type | Interface Tupe | Count | Digtance
-~

~

* Mo Remote Copy active

ﬂistu:ur_l,l| Solve | Baze | Eepu:urt| Eraph| Help |

Figure 4-56 Current interfaces

c. Inthe Edit Interfaces window (Figure 4-57), change the number of interfaces as
planned, and click OK.

FHH Edit Interfaces for Example2-1 w
DSS side Fibre 2.Gh =
Server zide |Fi|3IE 2 Gh j
Court |2_:||

I—j [Orily for ESS, DSE000 and
D52000]
Cancel | Help |

Figure 4-57 Insert planned no of System i5 adapters

d. To model the number of DS host ports, select the Interfaces tab, and then select the
From Disk Subsystem tab. You see the interfaces from DS8100. Click Edit, and insert
the planned number of DS host ports. Click OK.

142 IBM System Storage Copy Services and IBM i: A Guide to Planning and Implementation



e. In the Disk Subsystem - iSeries1 window, select the iSeries Disk tab. Notice that Disk
Magic creates an extent pool for each i5/0S system automatically. Each extent pool
contains the same capacity that is reported for internal disks. See Figure 4-58.

=,

B8 Disk Subsystem - iSeries1
iSenes Wurkluad]

General ] Irterfaces

Phwzical Tupe | RalD Type |Eapau:it_l,l | Estent Pool
058000 73GEA15K RAID & 110.06 Pool_E xamplez-1
058000 73GEA15k RAID & 38633 Pool_E xamplez-2

Add | Delete | Edi |

lzed Raid Ranks for iSenies Extents:

Ranks | Size and Type |zed [GE] |Free[GB) |Diive Setz[16 disks)
2 D58000 73GB/15k 46639 43094 1

Histary Solve Baze Report Graph Help

Figure 4-58 Current capacity in the extent pools

In our example, we plan to share two ranks between the two i5/0S systems, so we do
not want a separate extent pool for each i5/0S system. Instead, we want one extent
pool for both systems.

f.  On the iSeries Disk tab, click the Add button. In the Add a Disk Type window

(Figure 4-59), in the Capacity (GB) field, enter the needed capacity of the new extent
pool. For Extent Pool, select Add New.

=) Add a Disk Type

HDD Type |DS8000 73GB/15k |
RalD Type |RAID & =l
Capacity (GB) 830
Estent Poal | j

Add Mew...

Pool_Example2-1

|_F'ncul Examples-2

Figure 4-59 Creating an extent pool to share between the two workloads
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g. In the Specify Extent Pool name window (Figure 4-60), enter the name of the new
extent pool, and click OK.

-

II:TI Specify Extent Pool name

|Shareu:|

k. Cancel |

Figure 4-60 Name of the new extent pool

h. The iSeries Disk tab shows the new extent pool along with the two previous extent
pools (Figure 4-61). Select each extent pool, and click Delete.

8 Disk Subsystem - iSeries1

General] Interfaces  iSernes Digk l 1S eries Wu:urklu:uad]

Physical Type | RaAID Type | Capacity | Extent Poal
DS8000 F3GEA5L  RalD 5 110.06 Pool_ExampleZ-1
D58000 73GEA5L RalD 5 356,33 Pool_ExamplaZ-2
D58000 73GEA5L RalD & 230,00 Shared

add | peete | Ear |

Jzed Raid Ranks for iSeries Extents:

Ranks | Size and Type | Used [GB] | Free [GB] | Drive Sets (16 dizks)
4 DS8000 73GE/15k 129639 (489828 (2

ﬂistury| Solve | Baze ‘ Bepart| ﬁfaph| Help ‘

Figure 4-61 Deleting the previous extent pools
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After you delete both of the previous extent pools, only the new extent pool named
Shared is shown on the iSeries Disk tab, as shown in Figure 4-62.

B Disk Subsystem - iSeries1

General] Irterfaces  iSenes Disk l i5eries Wnrklnad]

Phyzical Tupe | Ball Type | Capacity | Extent Pool

DS58000 F3GEASk RAID 5 530.00 Shared

add |7 Edt

Ilzed Raid Ranks for iSeries Extents:

Ranks | Size and Type | Used [GB) |Free [GB) | Diive Sets [16 disks)

2 058000 73GE A5k 530.00 B7.34 1

ﬂish:ur_l,l| Salve | Baze | Eepu:urt| ﬁraph‘ Help |

Figure 4-62 Only the Shared extent pool is available
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i. Inthe Disk Subsystem - iSeries1 window, select the iSeries Workload tab
(Figure 4-63). Then, select the tab with the name of the first workload, which in this
case is Example2-1. Complete the following information:

¢ For Extent Pool, select the pool name Shared.
¢ Inthe LUN count field, enter the planned number of LUNSs for the first i5/0OS system.
¢ In the Used Capacity (GB) field, enter the usable capacity for i5/0S.

B Disk Subsystem - iSeries1

Generall Interfaces] iSeres Digk  15enes Workload l

Example2-1 l E:-:ampleE-E] ﬁ.verage]

Input Parameters

{+ Reads per sec 241,10 Lyg KB per 140 15.9
SB[ EE 1006 Expert Cache [ME]
" |/0z per zec
Read Percentage LU cot 12
Extert Pool  [Shared | v| UsedCapaciy [GB] 2105
LCache Statistics Hemate Copy
Model Outputs
Service Time [mzec) 57 LUM Utilization %] 250
Wlait Tirne: [msec) a9

Utilizations

L

ﬂistnr_l,l| Solve | Baze | Bepnrt| ﬁraph| Help |

Figure 4-63 Inserting the values for first workload
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j-

Select the tab with the name of the second i5/0S workload, which in this case is

Example2-2 (Figure 4-64). Then, complete the following information:

¢ For Extent Pool, select the extent pool named Shared.
¢ For LUN count, enter the planned number of LUNs.
¢ For Used Capacity, enter the amount of usable capacity.

EE Disk Subsystem - iSeries1

ﬁ

General] Interfaces] iSenes Disk

Input Parameters

(* Reads per sec

Wiites per sec

" |#0z per zec

Fead Percentage

Examplez-1 Examples-2 l Bverage ]

iSernies workload

W Avg KB per |40 W
IW Expert Cache [ME] ’7
Ii

Ii LUM cont !227

Estent Poal |S hared

ﬂ Used Capacity [GB] | 205

Cache Statistics

Model Outputs
Service Time [msec)

Whait Time [msec)

Remate Copy

3E LUM Utilization [%] |28
0.7

Utilizations

L

ﬂistu:ury| §DIVE| Baze | Eepu:urt| ﬁraph| Help |

Figure 4-64 Inserting values for the second workload

k. In the Disk Subsystem - iSeries1 window, click Solve to solve the modeled DS

configuration.
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I. Then, select the iSeries Workload tab. Click the tab with the name of the first workload.
Notice the modeled disk service time and wait time, as shown in Figure 4-65.

B Disk Subsystem - iSeries1

General] Interfaces] iSenies Disk.  19enies workload

i Examples-1 l E:-:ample2-2] ﬂwerage]

Input Parameters

{+ Reads per sec 24110 Ayg KB per /0 15.9
Wiites per sec 1008 Expert Cache [ME]
" 1/0= per zec

Ii
Read Percentage LUM court 12

Extent Poal | Shared | UsedCapacity [GB] 21050

LCache Statiztics Bemaote Copy

kodel Outputs

Service Time [msec) 34 LUM Utilization (%] |9
Wwéait Tirne [mzec] 0

Utilizations

ﬂish:ur_l,l| Salve | Baze | Eepu:urt| ﬁraph‘ Help |

Figure 4-65 Modeled service time and wait time for the first workload

148 IBM System Storage Copy Services and IBM i: A Guide to Planning and Implementation



m. Click the tab with the name of second workload, which in this case is Example2-2.
Notice the modeled disk service time and wait time, as shown in Figure 4-66.

n. Select the Average tab, and then click Utilizations.

B Disk Subsystem - iSeries1

-,

Example2-] Exampled-2 l Byerage ]

Input Parameters

{* Reads per sec 190.6 &g KB per 140 122
Expert Cache [MB] Ii

WWiites per zec

861
" /0= per zec
LU count o9

Read Percentage

Extert Pool | Shared | UsedCapacity [GB] {356 00
LCache Statistics Remaote Copy
M odel Outputs
Service Time [msec) a4 LU Utilization (%] 4.3
Wit Tirme: [rsec) 0.0

L

Utlizations

ﬂistar_l,l| Solve | Baze ‘ Eepnrt| Eraph| Help |

Figure 4-66 Modeled service time and wait time for the second workload
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o. In the Utilizations IBM 8100 window, observe the modeled utilizations of DDMs
(HDDs), FC adapters, and average utilization of LUNs for both workloads. See

Figure 4-67.
£ Utilizations 1BM DS8100
Awerage SMP Utilization [%] 1.7
Awerage Internal Bus Ukihization [7] 0E
Average Logical Device Utilization (%) B.2
Highest DA Utilization [7) 3.2
Highest HDD Utilization [%] 249

Highest FICOM Port Utilization [%)

Average Fibre He Utilization [%]

Highest Fibre Port Uhlization [%]

Ayerage ESCOMN HA Utilization (%)
Highest ESCOM Part Utilization (%)
Ayerage PPRC Link Utilization [%) |
Average #RC Link Utilization [2) |

HEI:'J

Figure 4-67 Modeled utilizations

| I
| I
| I
| I
| I
Average FICOM Ha Utilization [%) | o |
| I
| I
| I
| I
| I
|

4.5.3 Modeling System i5 and DS8100 for a batch job currently running
Model 8xx and ESS 800

In this example, we describe the sizing of DS8100 for a batch job that currently runs on
iSeries Model 825 with ESS 800. The needed performance reports are available, except for
System report - Storage pool utilization, which is optional for modeling with Disk Magic.

To size a DS system for a workload that currently runs on ESS 800:

1. Insert an iSeries performance reports from current the workload to Disk Magic. For
instructions about how to insert performance reports into Disk Magic, see 4.5.1, “Sizing
the System i5 with DS8000 for a customer with iSeries model 8xx and internal disks” on
page 113.
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subsystem for the part of the workload that runs on internal disks, as shown in

Figure 4-68.

([l Disk Magic - untitled.dm2
File View Options Window Help

s REE RS |
[T reetiew [Liztigw - Conten
1 M ame
--& Model
PR Exarnples
i £551
il i5eries

Figure 4-68 Disk Magic model for iSeries with external disk

3. Double-click iSeries1.

4. In the Disk Subsystem - iSeries1 window (Figure 4-69), select the iSeries Disk tab.

B Disk Subsystem - iSeries1

ﬁ

Mame |i5 eries1

Hardware Type | IBM iSerieslntermal

b anufacturer |IBM

Drezcription

Figure 4-69 Subsystem for internal disks

Hiztany Baze Report Help
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After you insert the performance reports, Disk Magic creates one disk subsystem for the
I/O rate and capacity part of the iSeries workload that runs on ESS 800, and one disk

151



As shown in Figure 4-70, notice the capacity that is used by the part of the workload on
internal disks. In our example, the customer has only four 6 GB internal drives. Disk Magic
does not take one of the drives into account because it considers it to be a mirrored load
source. Therefore, three of them are in this model.

Blf Disk Subsystem - iSeries1
k] iSenes Workload ]

General {15

Example3 l

Total Capacity [GE] 19,33
Murber of Devices 3

Mate that the capacity stated here iz uzable, net capacity. |t does not
include space used for parity stripes for RAID 5, and reports only half
the capacity for any mirored dizk pairs.

Histu:ury| | Baze | Bepu:urt| | Help |

Figure 4-70 Internal capacity
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5. Select the iSeries Workload tab. Notice the 1/O rate on the internal disks as shown in
Figure 4-71. In our example, a low I/O rate is used for the internal disks.

B Disk Subsystem - iSeries1 1

Generall iSenes Dizgk.

Example3 |
— Input Parameters
* Reads per sec 07 Awg KB per 140 |13.? ’
iz jgar sas 0.1 Expert Cache [ME] |3?|:|?2_|j

/0= per sec

Read Percentage

11

LCache Statistics |

— Measured performance

Service Time [mzec] i-|_g LUM Utilization [] |2_5 —‘
Wwiait Time [mzec) ||:|_5

¥ S -

Histu:ur_l,ll S ! ﬂasel Eeportl {E] I Help |

Figure 4-71 Workload on internal disks
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6. In the Disk Subsystems - iSeries1 window, click Base to save the base for internal disks.
7. In the TreeView panel, double-click the ESS1 icon.

The Disk Subsystem - ESS1 window opens (Figure 4-72) and shows the model for the
part of capacity and workload on ESS 800.

el Disk Subsystem - ESS1 3
a|l Interfaces l iSeres Digk l iSeries Workload

MName |ESST

Hardware Type ||Bh"| ESS ain j

M anufacturer [IEM

Cache Size [ME] 16,354

NYS Size [ME) 2048 Multipath with iSeriss [

Description

Hardware Detals
History | | Baze Beport ‘ Help |

Figure 4-72 Workload on the ESS

8. Adjust the model for the currently used ESS 800 so that it reflects the correct number of
ranks, size of DDMs, and FC adapters as described in the steps that follow. In our
example, the existing ESS 800 contains 8 GB cache, 12 ranks of 73 GB 15 KB rpm DDMs
and four FC adapters with feature number 2766, so we enter these values for disk
subsystem ESS1. To adjust the model:

a. Select the General tab, and click Hardware Details.

b. The ESS Configuration Details window (Figure 4-73 on page 155) opens. Replace the
default values with the correct values for the existing ESS. In our example, we use four
FC adapters and 8 GB of cache, so we do not change the default values. Click OK.
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FLESS Configuration Details

SMF Type Standard [H3604) -

Mumnber of 8-Packs ID_ [computed in Base/Saolve)

Huost &dapters 4 :II
Device Adapters g j

Cache Size [GEB) | -
MNWYS Size [MB) 20480

0k Cancel | Help |

Figure 4-73 Hardware details for the existing ESS 800

c. Select the Interfaces tab, and click the From Disk Subsystem subtab. Click Edit.

d. The Edit Interfaces for Disk Subsystem window (Figure 4-74) opens. Enter the correct
values for the current ESS 800. In our example, the customer uses four host ports from
ESS, so we do not change the default value of 4. However, we change the type of
adapters for Server side to Fibre 1 Gb to reflect the existing iSeries adapter 2766.

Click OK.

#i Edit Interfaces for Disk Subsystem
o sl |Fibre [#3024/43025) |
Server side |§Fi|:|re1 Ghb j
Cont 4 j

o | i |

Figure 4-74 Insert Interfaces for Disk Subsystem

e. On the Interfaces tab, click the From Servers tab and click Edit.

f. Inthe Edit Interfaces window (Figure 4-75), enter the current number and type of
iSeries FC adapters. In our example, we use four iSeries 2766 adapters, so we leave
the default value of 4. However, for Server side, we change the type of adapters to
Fibre 1 Gb to reflect the current adapters 2766.

tdit Interfaces for Example3
ESS side |Fibre [#3024/43025] |
Server side |§Fibre1 b ﬂ
Count |4—j
l—j [Only for ESS. DSE000 and
D5a000)
Lancel | Help |

Figure 4-75 Current iSeries FC adapters
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g. Inthe Disk Subsystem - ESS1 window, select the iSeries Disk tab.

On the iSeries Disk tab, observe that current capacity and the number of LUNs are
inserted by Disk Magic and that 36 GB 15 KB rpm ranks are used as default for
Physical Device Type. If necessary, select another value for Physical Device Type to
reflect the current ESS configuration.

In our example, we select ESS 73 GB/15000 because the customer currently uses 73
GB 15 KB rpm DDMs on the ESS. Observe that the number of used ranks change
when we change the type of DDMs.

In some cases, it might be necessary to configure more ranks for performance than are
required for capacity. Disk Magic can validate the proposed configuration. We
recommend that you use Capacity Magic for capacity planning because Disk Magic
does not take sparing into account.

In our example, Disk Magic models only two ranks for the customer’s workload, as
shown in Figure 4-76. With the DS systems, we can model less capacity used for a
System i5 model than is the total capacity of used ranks.

B Disk Subsystem - ESS1

General] Interfaces  iSemes Disk | 15 enes Workload

Example3 l

Total Capacity [GE] 7rel Logical [GE] [Framz

Phyzical Device Type |
RAID Type RAID 5 |-

LUM count 44

IJzed B-packs for iSeres:

Count | Size and Type | Capacity Lzed [GE] | E stimated Free [GE)
2 ESS 73GEA5.000 Tr2 139.88
Hiztany l | Baze | Repart | | Help ‘

Figure 4-76 Current capacity on the ESS
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h. Select the iSeries Workload tab. Notice that the current I/O rate and block sizes are

inserted by Disk Magic as shown in Figure 4-77.

B Disk Subsystem - ESS1

E xample3 l

Input Parameters

Read Percentage

LCache Statistics Femate Copy

Measured perfarmance

(+ Heads: per sec 240 4 Awg KB per 1/0 o 7
Wiites per sec 441.3 Expert Cache [ME]  |30720
" 1/0=z per sec

Service Time [mzec] 5d LUM Utilization [%] g5

Wwait Time [msec) 39
tilizations
Histoy ‘ | Baze | Repart ‘ | Help |

Figure 4-77 Current workload

i. On the iSeries Workload tab, click Cache Statistics. In the Cache Statistics for Host

window (Figure 4-78), notice the currently used cache percentages. Click OK.

il Cache Statistics for Host Example3

=,

Read Hit Percentage  |51.1 % ‘wiite Efficiency 00
Seek Percentage 333

(]S | Qancel|

i

il

Help |

Figure 4-78 Current cache usage

j- Inthe Disk Subsystem - ESS1 window, click Base to save the current model of ESS.
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9. Next, insert the planned values for the DS system in the Disk Subsystem - ESS1 window.

a. Select the General tab. For Hardware Type, select the planned model of the DS
system. In our example, we select DS8100, which is planned for this customer. See

Figure 4-79.

B Disk Subsystem - ESS1
General l Interfa:es] iSernes Disk] iSenes Workload

M ame 3]

Hardware Type fiEM BEET 0 R

b anufacturer |IBM

Swsterm Memary [ME] 16,334

Fersistent Memory [ME) Multipath with iSeries [~

Dezcription

Hardware Details
Hiztoy ‘ Salve | Baze | Repart ‘ [Graph | Help |

Figure 4-79 Planned hardware type

b. Click Hardware Details. In the Hardware Details IBM DS8100 window (Figure 4-80),
enter the values for the planned DS system. In our example, the customer uses four
DS FC host ports, so we enter 4 for Fibre Host Adapters. Click OK.

. Hardware Details IBM DS8100

Frocezzor Complex dual 2-way

Failover Mode Mo -
System Memany [GE) 16 -
[uzed for Cache # MYWS)

ESCOM HostAdapters |00
FICON Host Adapters |0
Fibre Host Adapters ’47
Device Adapters ’07

(0] | Eancel| Help |

Figure 4-80 Hardware details of planned DS
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c. Select the Interfaces tab. Select the From Disk Subsystem tab and click Edit.

d. The Edit Interfaces for Disk Subsystem window (Figure 4-81) opens. Enter the planned

number and type of DS host ports. In our example, the customer plans on four DS

ports and four adapters with feature number 2787 in the System i5 model. Therefore,
we leave the default value for Count. However, for Server side, we change the type to
Fibre 2 Gb. Click OK.

#i Edit Interfaces for Disk Subsystem

D55 zide

Server side

Count

|Fibre 2 Gb =]
Fibre 2 Gb -
¢ =

coce | it |

Figure 4-81 Planned DS ports

e. On the Interfaces tab, select the From Servers tab and click Edit. The Edit Interfaces

window (Figure 4-82) opens. Enter the planned number and type of System i5 FC

adapters. In our example, the customer plans for four FC adapters 2787, so we leave
the default value of 4 for Count. However, for Server side, we select Fibre 2 Gb. Click

OK.

4l Edit Interfaces for ExEan{ﬁ s
D55 side |Fibre 2 Gb =l
Server zide |§Fi|:|re Gk j
Court lq_j

l—j (Orly for ESS, DSEO0D and
DSe000)

LCancel ‘ Help |

Figure 4-82 Planned System i5 FC adapters
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f. Select the iSeries Disk tab. Notice that an extent pool is already created with the same
capacity as is used on ESS. See Figure 4-83. Click Edit.

B Disk Subsystem - ESS1
i5 enies Workload ]

Physical Type |F|AID Type | Capacity | Extent Pool
058000 73GEA15k  |RAID B 721 Pool_Example3
Add | Delete | Edi |

Jzed Raid Ranks for iSeries Extents:

Ranks | Size and Type | Used [GB] | Free (GB) | Drive Sets (16 disks)
2 D58000 73GE/A5k 77211 12623 |1

ﬂistary| Solve | Baze | Eepart‘ Eraph‘ Help |

Figure 4-83 Planned capacity -1

g. Inthe Edit a Disk Type panel (Figure 4-84), enter the capacity that corresponds to the
desired number of ranks for Capacity. Observe that 73 GB 15 KB rpm ranks are
already inserted as the default for HDD Type.

In our example, the customer plans nine ranks. The available capacity of one RAID-5
73 GB rank with spare (6+P+S rank) is 414.46 GB. We enter a capacity of 3730 (9 x
414.46 GB = 3730 GB), and click OK.

3 Edit a Disk Type
HDD Type |DS8000 73GB/15k |
RalD Type R&ID 5 =
Capacity (GB) 13730
Extent Pool |§F'oo| Erample3 j

ok LCancel ‘ Help ‘

Figure 4-84 Planned number of ranks
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h. Select the iSeries Workload tab. Enter the planned number of LUNs and the amount of
capacity that is used by the System i5 model. Notice that the extent pool for the i5/0S
workload is already specified for Extent Pool.

In our example, the customer plans for 113 of 17 GB LUNSs, so we enter 113 for LUN
count. We also enter 1982 (using the equation 113 x 17.54 = 1982 GB) for Used

Capacity. See Figure 4-85.

-

el Disk Subsystem - ES51

Example3 ]

Input Parameters

f*+ Feads per zec 2484
Writes per sec 4413
" 1/0s per zec
Fead Percentage

General] |I"|tE.'I'faCE$| iSeries Disk  9enes Workload

Awg KB per /0

297
Expert Cache [ME]

LUM count

-

Extent Poal | Pool_Example3

LCache Statizstics

Maodel Dutputs
Service Time [meec) 54
whalt Time [msec) K]

ﬂ Uzed Capacity [GE] [1902

Bemate Copy

LUM Utlization [%]

Bs

ﬂistary| Solve | Baze | Eepart‘ Eraph‘ Help |

Figure 4-85 Planned capacity-2

i. On the iSeries Workload tab, click Cache Statistics. In the Cache Statistics for Host
window (Figure 4-86), notice that the box Automatic cache Modeling is selected. This

indicates that Disk Magic will model cache percentages automatically for DS8100
based on the reported values from performance reports for the currently used ESS

800. Note that write cache efficiency reported in performance reports is not correct for
ESS 800, so Disk Magic uses a default value 30%.

b Cache Statistics for Host Example3

Read Hit Percentage

[0 %

v utomatic Cache Modeling

write E fliciency

EN:
[(3a %

Seek Percentage

ok | Eancel| Help ‘

Figure 4-86 Automatic cache modeling
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j- Inthe Disk Subsystem - ESS1 window, click Solve to ensure that the planned DS
configuration is modeled for the current workload. On the iSeries Workload tab
(Figure 4-87), notice the modeled disk service time and wait time. In our example, the
modeled service time is 3.8 ms, and the modeled wait time is 0.4 milliseconds.

B Disk Subsystem - ESS1

General] Interfacesl iSeres Disk

Exampled ]

Input Parameters

f+ Feads per sec 248 4 Avg KB perl/0 29 7
wites per sec 441.3 Expert Cache [ME] I—

i 1/0s per zec

’—
Read Percentage LUM court 113

Extent Pool | Pool_Example3 | WsedCapacity [GB] |1 552,00
LCache Statizstics Remate Copy
Maodel Dutputs
Service Time [msec) aa LUK Utilization [3] |23
Wait Time [mzec) 04

Utilizations

ﬂistary| Solve | Baze | Eepart‘ Eraph‘ Help |

Figure 4-87 Modeled service time and wait time
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k. On the iSeries Workload tab, click Utilizations. Notice the modeled utilization of HDDs,
DS FC ports, LUNs, and so on, as shown in Figure 4-88. In our example, the modeled
utilizations are rather low so the customer can grow the workload to a certain extent
without needing additional hardware in the DS system.

£ Utilizations IBM DS8100
Ayerage SMP Utilization (%) | 21 |
Average Internal Bus Utilization [3] | 19 |
ayerage Logical Device Utilization [3) | 23 |
Highest Db Utilization [%) | 36 |
Highest HDD Utilization (%] | 1.0 |
Awerage FICOM Ha Utilization [%] | ol
Highest FICOM Part Litilization [%] | o
Awerage Fibre HA Utilization (%] | 10 |
Highest Fibre Port Utilization [%) | 50 |
Average ESCOM HA Utilization (%) | o N
Highest ESCOM Port Utilization (3] | o N
Average PPRC Link Utilization [3) | ol
tiverage ®RC Link Utiization (] [ ol
tee | lr

Figure 4-88 Modeled utilizations

In our example, the customer migration from iSeries model 825 to a System i5 model was
performed at the same time as the installation of DS8100. Therefore, the number of I/Os per
second and the cache values differ from the ones that were used by Disk Magic. The actual
disk response times were lower than the modeled ones. The actual reported disk service time
is 2.2 ms, and disk wait time is 1.4 ms.

4.5.4 Using IBM Systems Workload Estimator connection to Disk Magic:
Modeling DS6000 and System i for an existing workload

In this example, we present usage of IBM Systems Workload Estimator (WLE) together with
Disk Magic, to size a System i server and DS6000 for an existing workload that runs on
iSeries model 870 and internal disks. To perform this, you must have the following i5/0S
Performance Tools reports:

» System report

Workload

Resource utilization
Storage Pool utilization
Disk utilization

» Resource report

— Disk utilization
— |OP utilizations

» Information about currently used disk adapters
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To size System i5 and DS6000 with WLE and Disk Magic:
1. Start IBM Systems WLE by accessing the following Web page:
http://www-912.ibm.com/wle/EstimatorServiet

2. On the License Agreement page, read the license agreement and then click | Accept if
you accept the terms of the agreement.

3. On the User Demographic Information page, provide your demographic information and
click Continue.

4. A panel displays as shown in Figure 4-89. To size an existing workload, click Workload:
Add in the blue tab at the top of the panel.

WVersion: 20072 1T-JukDT  waw-812 IBM Systems Workload Estimator a‘
Workload Selection
= New System i estimation - Options = Tier: Add, Mowve, Delete
» Mew System p estimation - Restore Saved Estimation - System: Add, Mowve, Delete
» Mew System x estimation - Edit Estimation Info » Partition: Add, Move, Delete

- Workload: Add, Maove, Delete

Shown below is the structure of the current estimation. Use the options shown in the tabs above to
modify the structure of this estimation.

4 MySolution
b &3 Tier £1 System i
‘o 23 Systern #1 (1 interval defined)
“- (I3 Partition: Main £1, i5/0S™ - VSR4, No LPAR

d Continue

Figure 4-89 WLE initial panel
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http://www-912.ibm.com/wle/EstimatorServlet

5.

In the Workload Selection panel (Figure 4-90), for Add Workload, select Existing and click

Go.

Version: 20073 17-JubDT  wawa-512

Workload Selection

Add Workloads

IBM Systems Workload Estimator i‘

Directions:

Mote: The workloads shown in the drop down lists are dependent on the operating system of the

1. Locate the partition to which the workload should be added.
2. Use the dropdown list to select the desired workload.
3. Press the Go button to add the workload.

partition.

Note: Additional workloads that can be used with the Estimator are located at "IEM Sizing
rvers/sizing).

Guides" (http://ibm.com/se

Note: You may also bring in measured data from PM eServer as a workload for IBM System i™
starting from the PM web site (http://www.ibm.com/systems/i/pmsysten

1is/).

23 MySolution
o 3 Tier #1 System i

5 sSystem #1 (1 interval defined)

artition: Main #1, i - , Mo
: D Partiti M #1, I5/05™ - WSR4, No LPAR

(3 add workload:

Select a Workload

Select a Workload
Cromino

Existing

Generic

HATS
Traditional OLTP
Web Serving
WebFacing

WebSphere Application Server
WebSphere Business Integration

WebSphere Commerce
WebSphere Portal
Workplace

Figure 4-90 Workload selection
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6. In the next panel (Figure 4-91), you can add another workload. Notice that Existing
workload #1 that you selected in the previous panel is shown. Do not select another
workload. Click Return.

Version: 20073 17-JubD7  warw-312 IBM Systems Workload Estimator i!

Workload Selection

Add Workloads

Directions:
1. Locate the partition to which the workload should be added.
2. Use the dropdown list to select the desired warkload.
3. Press the J button to add the workload.

Note: The workloads shown in the drop down lists are dependent on the operating system of the
partition.

Mote: Additional workloads that can be used with the Estimator are located at "IEM Sizing
Guides" (http://ibm.com/servers/sizing).

Mote: You may also bring in measured data from PM eServer as a workload for IBM System i™
starting from the PM web site (http://'www.ibm.com/svstems/i/pmsvstemis/)

{23 MySolution
23 Tier #1 System i
“ (23 System #1 (1 interval defined)
“- 3 Partition: Main #1, i5/0OS™ - VSR4, No LPAR
- [ Existing #1
- [ add Wurkluad:l Select a Workload hdfco)

d Return

Figure 4-91 Selecting another workload

7. You return to the initial panel, which contains the Existing #1 workload (see Figure 4-92).
Click Continue.

Version: 2007.3  17-JuH07  www-812 IBM Systems Workload Estimator .!
Workload Selection
» Mew System i estimation - Options « Tier: Add, Move, Delete
» New System p estimation - Restore Saved Estimation - System: Add, Move, Delete
* New System x estimation - Edit Estimation Info * Partition: Add, Move, Delete

* Workload: Add, Move, Delete

Shown below is the structure of the current estimation. Use the options shown in the tabs above to
modify the structure of this estimation.

5 MySolution
“o 3] Tier #1 System |
o £ System #1 (1 interval defined)
o 23 Partition: Main £1, i5/05™ - V5R4, No LPAR
3 Existing #1

d‘ Continue

Figure 4-92 Initial panel with the Existing #1 workload
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8. In the Existing #1 - Existing System Workload Definition panel (Figure 4-93), enter the
hardware and characteristics of the existing workload as described in the next steps.

Existing #1 B

Existing System Workload Definition sl

|Please note: The information requested is for an Existing workload

Processor
Interactive Feature  Processor Interactive
Model  Feature Code CPW CPW
1. processor Model 150-0531 MN/R 0531 z7 13 M

2. Total CPU Utilization

0
3. Interactive Utilization 0
1

4. Processing Cores Activated (For Processor on Demand models)

5. Represent a Logical Partition v

#|[3]

L.__jﬁ

6. Accelerator Feature used |
7. Memory (MB] 0
. Dis ig ion: : 2
8. Disk Configuration Disk Group Mame IGrnup A | 1. Group A *®

Disk Attachment Type 104 Feature #2780 .
Disk Drive Speed | 15,000 RPM .
Storage Protection Wirrored _V_3

Arms |EI

Disk Busy Percentage ]El
Storage (GB) IEI.I}

Read Ops Per Second IEI

Bytes Per Read Op ]El

Write Ops Per Second i&

Bytes Per Write Op IEI

Add new Group ] Remove this Group

Either ops per second and disk op sige or arms and
disk busy must be specified.

9. Target Storage Protection Default (Mirrored) -

10. Do you want to add journal with commitment control? O Yes

@'ND
11. Additional Characteristics: | Nane M
12. Will this workload be changed to use WebFacing or HATS Support? ) WebFacing

O HATS

@'ND

J Back #Ccmtinue

Figure 4-93 Inserting the characteristics of the existing workload
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a. For Processor Model, select the model and processor features of the iSeries system on
which the existing workload runs. First, obtain this information from the System report
(see Figure 4-94).

System Report 19-07-05 12:01:07
Workload Page 0001
Panter 14 7 2005 14:00 t/m 14:45
Member . . . : Q195000004 Model/Serial . : 870/xXxxxx Main storage . . : 4096,0 MB Started . . . . : 14-07-05 00:00:06
Library . . : QMPGPANT  System name . . : Example 4 Version/Release : 5/ 2,0 Stopped . . . . : 15-07-05 00:00:00
Partition ID : 002 Feature Code . : 7433-2489-7433
QPFRADJ . . . : 2 QDYNPTYSCD . . : 1 QDYNPTYADJ . . . : 1

Interactive Workload

Figure 4-94 Model characteristics from the System report

b. Next to Processor model, select the corresponding model and features (see

Figure 4-95).
E H t #1 Partition Name: Main #1
Xisting i5/05™ - V5R4
Existing System Workload Definition Mo LPAR
|Please note: The information requested i= for an Existing workload
Processor
Interactive Feature Processor Interactive
Model  Feature Code CPW CPW
L. pro or Model 150-0591 N/R 0591 27 13 A
2. Total CPU Utilization| 840-2461 1546 2&D& 20200 10000 |A I”—
B40-24€1 1547 2607 20200 16500
B40-2481 1548 26D8 20200 20200 IEI
B70-2486 7413 7413 11500 i
B70-2486 7421 7421 11500 11500 |1
B70-2486 7436 7438 11500 11500 )
B70-2489 7431 7431 7700 i
B70-24E3 7433 7433 7700 11180 ; ]
~|870-248% 7435 7435 7700 7700 m
B50-0197 NsR 0187 25300 i I”—
8S0-0198 NsR 0198 37400 i
8. Disk Configuration: |890-2487 1578 2AFO 20000 120 - =
B80-2487 1577 ZAF1 20000 z40 it Lo
B90-2487 1578 ZAFZ 20000 560 Lture 22720
B90-2487 1579 Z2AF3 20000 1050 .
B80-2487 1581 2AFS 20000 2000 5,000 RPM -
B80-2487 1583 ZAFT 20000 4550 - .
B90-2487 1585 ZAF9 20000 10000 irrored _
BS0-2487 1587 ZAFB 20000 16500
B90-2487 1588 2AFC 20000 20200
B90-2488 1576 2ADO 23300 120
BS0-2488 1577 2AD1 23300 z40
BS0-2488 1578 2ADZ 23300 560
B90-2488 1573 ZAD3 23300 1050 [E
BS0-2488 1581 ZADS 23300 zooo L=
ES0-2488 1583 ZADT 23300 4550
BS0-2488 1585 ZADS 23300 10000
B90-2488 1587 ZADB 23300 16500
BS0-2488 1588 ZADC 23300 20200
B90-2488 1591 ZADF 23300 23300 [V-
B
Add new Group l Remove this Group
Either ops per second and disk op size or arms and
disk busy must be specified.

Figure 4-95 Selecting the model and features
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c. Obtain the total CPU utilization and Interactive CPU utilization data from the System
report - Workload (see Figure 4-96).

NETSERVER 1 0 0 0 0 0,0000 0,0
Total 489 3.091.609 647.250 13.859 7.794

Average 0,0003 858,7
Total CPU Utilization . . . . . . . . . . . . .: 53,9

Total CPU Utilization (Interactive Feature) . .: 11,2

Total CPU Utilization (Database Capability) . .: 15,7

Figure 4-96 CPU utilization

d. Obtain memory data from the System report in the Main Storage field (see Figure 4-94
on page 168).
e. Insert these values into the Total CPU Utilization, Interactive Utilization, and Memory

(MB) fields. If the workload runs in a partition, specify the number of processors for this
partition and select Yes for Represent a Logical partition. See Figure 4-97.

Processor
Interactive Feature Processor Interactive
Model Feature Code CPW CPW
1. processor Model B70-2483 7433 7433 7700 11180 | %
2. Total CPU Utilization tag
3. Interactive Utilization 112
4- En l
5. Yes [
6. Mo [
7. 40596|

Figure 4-97 Existing hardware
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f. Inthe Disk Configuration fields (see Figure 4-98), specify as many groups as there are
different internal disk types on the system. In our example, we have only one disk type,
so we use only one group. If necessary, you can add other groups by clicking Add New
Group.

8. Dizk Configuration:

Disk Group Name |Group 1 1: Group 1

Disk Attachment Type |04 Feature #2780 v1

Disk Drive Speed 15,000 RPM |+ |
Storage Protection RAID-5 >
Arms |EI

Add new Group ]

9. Target Storage Protection RAID-5 ™
10. Do you want to add journal with commitr control? O Yes
@Nn
11. Additional Charz None [+]
12. Will this workload be changed to use WebFacing or H Support? O WebFacing
O HATS
@Nn

b Back Continu

Figure 4-98 Disk configuration

g. Obtain the current IOA feature and RAID protection used from the iSeries
configuration. Obtain the Drive Type and number of disk units from the System report -
Disk Utilization (Figure 4-99).

Unit Size I0P I0P Dsk CPU  ASP Rsc ASP --Percent-- Op Per K Per - Average Time Per I/0 --

Unit  Name Type (M) Util Name Util Name ID  Full Util Second 1/0 Service Wait Response
0001  DD004 4326 30.769 0,7 CMBO1 0,6 1 59,0 1,8 14,98 9,7 .0012  .0002 0014
0002  DD003 4326 26.373 0,7 CMBO1 0,6 1 59,0 1,6 13,72 10,0 .0011  .0002 0013
0003 DDO11 4326 30.769 0,7 CMBO1 0,6 1 59,0 1,6 11,83 11,7 .0013  .0003 0016
0004  DDO005 4326 30.769 0,7 CMBO1 0,6 1 59,0 1,7 16,49 8,2 .0010  .0000 0010
0005 DD009 4326 30.769 0,7 CMBO1 0,6 1 59,0 1,5 15,17 9,5 .0009 .0002 0011
0006 DDO10 4326 26.373 0,7 CMBO1 0,6 1 59,0 1,3 15,90 9,3 .0008 .0001 0009
0007  DDOO7 4326 26.373 0,7 CMBO1 0,6 1 59,0 1,2 11,42 10,2 .0010  .0001 0011
0008 DD012 4326 30.769 0,7 CMBO1 0,6 1 59,0 1,5 10,22 10,8 .0014  .0003 0017
0009 DD008 4326 30.769 0,7 CMBO1 0,6 1 59,0 1,5 15,67 9,0 .0009 .0001 0010
0010  DDOO1 4326 26.373 0,7 CMBO1 0,6 1 59,0 1,5 15,20 8,7 .0009  .0002 0011
0011  DDO06 4326 30.769 0,7 CMBO1 0,6 1 59,0 1,7 21,17 8,3 .0008 0000 0008

Figure 4-99 Disk units

h. In the Storage (GB) field, insert the number of disk units multiplied by the size of a unit.
In our example, we have 24 of disk feature 4326, which is a 15 KB RPM 35.16 GB
internal disk drive. They are connected through I0A 2780.
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i. Inthe Storage field, insert the total current disk capacity, by multiplying the capacity of
one disk unit with the number of disks. In our example, there are 24 x 35.16 GB disk
units, so we insert in the Storage field, 24 x 35.16 GB = 844 GB (see Figure 4-98).

You can also click the WLE Help/Tutorials tab for instructions on how to obtain the
necessary values to enter in the WLE.

j- Obtain the Read Ops Per Second value from the Resource report - Disk utilization (see
Figure 4-100).

Average
Itv

Average:

Average Average High High High Disk

Average Reads Writes K Per Avg High Util Srv Srv ce

1/0 /Sec /Sec /Sec 1/0 Util Util Unit Time Unit d
357,4 111,5 245,8 11,7 1,6 2,3 0019 ,0016 0019 5
327,4 104,5 222,8 10,4 1,5 2,2 0002 ,0016 0002 5
501,6 188,0 313,6 8,7 2,1 2,9 0005 ,0014 0016 1
132,0 44,2 87,8 6,5 0,6 1,0 0020 ,0000 415.487
329,6 112,0 217,5 9,7 1,5

Figure 4-100 I/O per second and block size

k. If the workload is small or if WebFacing or HATS is used, specify the values for in the
Additional Characteristics and WebFacing or HATS Support fields. Refer to WLE Help
for more information about these fields.

I. The System reports are shown in one block size (size of operation) for both reads and
writes, so insert this size for both operations. Click Continue (see Figure 4-98).

9. The Selected System - Choose Base System panel displays as shown in Figure 4-101.
Here you can limit your selection to an existing system, or you can use WLE to size any
system for the inserted workload. In our example, we use WLE to size any system. We
click the two Select buttons.

Version: 20073 17-Juh0T  wara-912 IBM Systems Workload Estimator é‘

Selected System

Choose Base System

An existing system has been chosen as one of the workloads. Please make a selection below.

If yvou chose one of the existing systems, then after all the processing requirements of the various
workloads have been calculated, the system =election algorithms will attemnpt to give preference to the
zelected system or a system on its upgrade path.

Workload Name System Model Selected
Status
Salect Existing #1 870-2489/7433

Salect Do not limit selection based on upgrade path information from any existing
system. Size to any possible system.

N ack

Figure 4-101 Selecting the sizing to size
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10.The Selected System panel displays, as shown in Figure 4-102, on which two
recommended models are shown. One model is intended as an immediate solution, and
the other is meant to accommodate the workload growth. You can choose other models
and features from Model/Feature and observe the predicted utilization with the existing
workload. To size external storage with Disk Magic, click the External Storage link in the
blue tab area at the top of the Selected System panel.

Selected System
Immediate Solution Growth Solution
I Available 100 100
| Existing #1 90 q0
80 80
0 50.5% ¥0 h9.2%
60 60
h0 1]
40 40
30 30
20 LT 20 40,8%
10 10
1] 0
Model/Feature: 520-8554,/7455 3300/3300 V-‘i IiE':I—SSE-El,J’T‘l"? €000,/e000 [V]
Mumber of Systems: 1 1
Processor CPW: 3,300 5,000
5250 OLTP CPW: 3,300 (11% utilized) 6,000 (9% utilized)
M-Way: Uni 2-way
CPU Utilization: 49.5 % 40.8 %
Software Pricing Tier: F20 F20
Memory (MEB): 4,099 of 32,768 6,114 of 32,768
Disk Drives (arms): 24 of 278 36 of 278
Capacity (GB): 971 of 39,940 1,454 of 39,940
LPAR-able: Yes, Dedicated or Shared Yes, Dedicated or Shared

Figure 4-102 Selected system

11.The Selected System - External Storage Sizing Information panel displays as shown in
Figure 4-103. For Which system, select either Inmediate or Growth for the system for
which you want to size external storage. In our example, we select Immediate to size our
external storage. Then click Download Now.

Select System for Interface File

Generation

Which system: Immediate vl
External Storage Sizing Info

- Read Ops Write Ops Read IO write I0
Workload Type E:Eg?clty te:gn):rt(:ache per per size size
second second (bytes) (bytes)

Existing

£1 iseries 840.2 2931 115 220 El g

4 Download Now ‘ Return

Figure 4-103 Selecting a system to size external storage
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12.The File Download window opens. You can choose to start Disk Magic immediately for the
sized workload (by clicking Open), or you can choose to save the Disk Magic command
file and use it later (by clicking Save). In our example, we want to start Disk Magic
immediately, so we click Open.

Important: At this point, to start Disk Magic, you must have Disk Magic installed.

13.Disk Magic starts with the workload modeled with WLE (see Figure 4-104). Observe that
the workload Existing #1 is already shown under TreeView. Double-click dss1.

r_ L
[ Disk Magic - untitled.dm?2
File WView Options Window Help
D@ |2 o83 2afw|5 2
[T resicw |Liztview - Contents of 1"
L I arme | Site
=1 @ System H1 &F Sustern #1
BB Esisting #1
il dssl

Figure 4-104 Disk Magic model

14.The Disk Subsystem - dss1 window (Figure 4-105) opens, displaying the General tab.
Follow these steps:
a. To size DS6800 for the Existing #1 workload, from Hardware Type, select DS6800. We
highly recommend that you use multipath with DS6800. To model multipath, select
Multipath with iSeries.

=,

i Disk Subsystem - dss1

Gieneral l Interface3] iSeries Disk] iSeres "Workload

Narme |51
Hardware Type |IBM DSER00 ﬂ
b arwafacturer |IBM

Spstemn Memoary ME) 4096
Pergiztent Memaory [ME]

Descrption
Hardware Details
History| | Basze | Eeport‘ ‘ Help |

Figure 4-105 Selecting DS6800 and Multipath with iSeries
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b. Select the Interfaces tab and then select the From Servers tab (see Figure 4-106).
Observe that four interfaces from servers with workload Existing #1 are already
configured as the default. In our example, we plan four System i5 FC adapters in
multipath so we leave this default value. If necessary, you can change it by clicking Edit
and specifying the number of interfaces.

fifil Disk Subsystem - dss1 4
General ] iSeries Diskl iSeries 'W'Drklu:nau:l]
Server |Ty|:ue [Server zide] | Type [D5S side] | Coaunt |Distanu:e
E sisting #1 Fibre 2 Gh Fibre 2 Gh 4 I
Edit
From Dizk Subsystem  From Servers
Remate Copy Interfaces
| Remate Copy Type | Interface Type | Count | Distance
~
-
* Mo Remote Copy active
History | | Baze | Beport ‘ ‘ Help |

Figure 4-106 Interfaces from the server

c. Click the From Disk Subsystem tab. Notice that four interfaces from DS6000 are
configured as the default. In our example, we use two DS6000 host ports for
connecting to the System i5 platform, so we change the number of interfaces. Click
Edit to open the Edit Interfaces for Disk Subsystem window. In the Count field, enter
the number of planned DS6000 ports. Click OK. In our example, we insert two ports as
shown in Figure 4-107.

## Edit Interfaces for Disk Subsystem
D35 side |Fibre 2GE =l
Server side |Fi|;.;e 2 Gb ﬂ
Caunt 2 j

’Tl Cancel ‘ Help |

Figure 4-107 Interfaces from the DS
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d. In the Disk Subsystem - dss1 window, click the iSeries Disk tab (Figure 4-108).
Observe that an extent pool is already configured for the Existing #1 workload. Its
capacity is equal to the capacity that you specified in the Storage field of the WLE.

fifil Disk Subsystem - dss1
iSeres Workload ]

General ] Interfaces ||

Physical Type |F|AID Type | Capacity | Extent Pool
DSEO00 73GEA15K  |RAID B 840.20 Pool_Existing #1
Add | Delete | Edt |

Jzed Raid Ranks for iSeries Extents:

Ranks | Size and Type | Used [GB] | Free [GB) | Drive Sets (4 disks)
2 D5SE000 73GE/A15k 840,20 57.14 4

ﬂistary| | Baze Eepart‘ l Help

Figure 4-108 Capacity in Disk Magic

e. Inthe Disk Subsystem - dss1 window, select the iSeries Workload tab. Notice that the
number of reads per second and writes per second, the number of LUNs, and the
capacity are specified based on values that you inserted in WLE. You might want to
check the modeled expert cache size, by comparing it to the sum of all expert cache
storage pools in the System report (Figure 4-109).

Pool Expert Size Act CPU Number Average  ------ DB ------ ---- Non-DB ---- Act-

ID Cache (kB) Lvl Util Tns Response Fault Pages Fault  Pages Wait

01 0 808.300 0 28,5 0 0,00 0,0 0,0 0,3 1,0 257 0
*02 3 1.812.504 147 15,7 825 0,31 3,8 17,9 32,7 138,8 624 0
*03 3 1.299.488 48 9,6 4.674 0,56 2,4 13,0 28,1 107,0 198 0
04 3 121.244 5 0,0 0 0,00 0,0 0,0 0,0 0,0 00
Total 4.041.536 53,9 5.499 6,3 31,0 61,2 246,9 1.080 0

Figure 4-109 Expert cache
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f. Enter the block size that was used for WLE, if needed (Figure 4-110). Click Cache
Statistics.

-,

fifil Disk Subsystem - dss1

General] Interfacesl iSeries Digk  iSenies Workload

Existing #1 |
Input Parameters
f+ Feads per sec 1150 Avg KB perl/0 9.4
wiites per sec 2200 Expert Cache [ME) |—2_931 0

i 1/0s per zec

’—
Read Percentage LUM court 24

Estent Pool | Poo|_Esisting #1 | WsedCapacity [GB] [a4p 20

LCache Statizstics

Meazured performance

Service Time [msec) 0.0 LUM Utilization (%] |g g

Wait Time [mzec) 0.0
Utilizations
ﬂistary| | Baze | Eepart‘ ‘ Help |

Figure 4-110 Workload in Disk Magic

g. The Cache Statistics for Host Existing #1 window (Figure 4-111) opens. Notice that the
cache statistics are already specified in the Disk Magic model. For more conservative
sizing, you might want to change them to lower values, such as 20% read cache and
30% write cache. Then, click OK.

-

i Cache Statistics for Host Existing #1

o

Read Hit Fercentage 20.0 % wiite Efficiency B0
Seek Percentage 333

o

ax. Cancel ‘ Help |

Figure 4-111 Cache values in Disk Magic
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h. On the Disk Subsystem - dss1 window, click Base to save the current model as base.
After the base is saved successfully, notice the modeled disk service time and wait
time, as shown in Figure 4-112.

fifil Disk Subsystem - dss1
General] Interfacesl iSenies Disk  1Senies Wwhorkload
Existing #1 |
Input Parameters
f+ Feads per sec 1150 Avg KB perl/0 97.0
SRS 2200 Expert Cache [MEB]
i 1/0s per zec
Read Percentage LUM court 2
Estent Pool | Poo|_Esisting #1 | WsedCapacity [GB] 240 20
LCache Statizstics
Maodel Dutputs
Service Time [msec) 35 LUM Utilization (%] |5 1
Wait Time [mzec) 0.0
Utilizations
History | Solve | Report ‘ Graph ‘ Help |

Figure 4-112 Modeled service and wait times

i. On the iSeries Workload tab, click Utilizations. The Utilizations IBM DS6800 window
(Figure 4-113) opens. Observe the modeled utilizations for the existing workload. In
our example, the modeled hard disk drive (HDD) utilization and LUN utilization are far
below the limits that are recommended for good performance. There is room for growth
in the modeled DS configuration.

% Utilizations 1BM DS6800 x|
#verage SMP Utilzation (%) | 42
Average Intermnal Bus Utilizabion [2) | 24 |
Average Crozz Cluster Bus Uhlization [%) | £2 |
dverage Logical Device Utilization [3] | 51 |
Highest DA Utilization [%) | 23 |
Highest HDD Utilization (%) | 122 |
fuverage Ha Utilization [3] | 24 ]
Highest FICOMN Part tlization [%] | o |
Highest Fibre Part Ukiization (%] | 87|
#werage PPRC Link Utlization (%) | 0 |

Help

Figure 4-113 Modeled utilizations
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Part 3

Implementation and
additional topics

This part covers different implementation methods and additional topics concerning external
storage on System i. It has the following chapters:

»

| 2

>

Chapter 5, “Implementing external storage with i5/0S” on page 181

Chapter 6, “Implementing FlashCopy using the DS CLI” on page 253

Chapter 7, “Implementing Metro Mirror using the DS CLI” on page 279

Chapter 8, “Implementing Global Mirror using the DS CLI” on page 301

Chapter 9, “Copy Services scenarios” on page 337

Chapter 10, “Creating storage space for Copy Services using the DS GUI” on page 347
Chapter 11, “Implementing FlashCopy using the DS GUI” on page 363

Chapter 12, “Implementing Metro Mirror using the DS GUI” on page 373

Chapter 13, “Managing Copy Services in i5/0S environments using the DS GUI” on
page 387

Chapter 14, “Performance considerations” on page 423
Chapter 15, “FlashCopy usage considerations” on page 431
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Implementing external storage
with i5/0S

In this chapter, we discuss the supported environment for external storage including the
logical volumes that are supported and the protection methods that are available. We also
show how to add the logical volumes to the System i environment.
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5.1 Supported environment

Not all hardware and software combinations for i5/0S support DS8000 and DS6000. This
section describes the hardware and software prerequisites for attaching DS8000 and
DS6000.

5.1.1 Hardware

DS8000, DS6000, and ESS model 800 are supported on all System i models that support
Fibre Channel (FC) attachment for external storage. Fibre channel was supported on all
iSeries 8xx models and later. AS/400 models 7xx and earlier only supported SCSI
attachment for external storage so they cannot support DS8000 or DS6000.

The following IOP-based FC adapters for System i support DS8000 and DS6000:

» 2766 2 Gb Fibre Channel Disk Controller PCI
» 2787 2 Gb Fibre Channel Disk Controller PCI-X
» 5760 4 Gb Fibre Channel Disk Controller PCI-X

Each of these adapters requires its own dedicated I/O processor.

With System i POWERS6 new IOP-less FC adapters are available which only support IBM
System Storage DS8000 on LIC level 2.4.3 or later for external disk storage attachment:

» 5749 IOP-less 4 Gb dual-port Fibre Channel Disk Controller PCI-X
» 5774 I0P-less 4 Gb dual-port Fibre Channel Disk Controller PCle

For further planning information with these System i FC adapters, refer to 3.2, “Solution
implementation considerations” on page 54.

For information about current hardware requirements, including support for switches, refer to:

http://www-1.ibm.com/servers/eserver/iseries/storage/storage_hw.htmi

To support boot from SAN with the load source unit on external storage, either the #2847 1/0
processor (IOP) or an IOP-less FC adapter is required.

Restriction: Prior to i5/0S V6R1 the #2847 IOP for SAN load source does not support
multipath for the load source unit but does support multipath for all other logical unit
numbers (LUNSs) attached to this I/O processor (IOP). See 5.10, “Protecting the external
load source unit” on page 215 for more information.

5.1.2 Software

The iSeries or System i environment must be running V5R3, V5R4 or V6R10f i5/0S. In
addition the following PTFs are required:

» V5R3

- MF33328
— MF33845
— MF33437
- MF33303
— SI14690
— SI14755
— SI14550
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» V5R3M5 and later
— Load source must be at least 17.54 GB

Important:

» The #2847 PCI-X IOP for SAN load source requires i5/0S V5R3MS5 or later.

» The #5760 FC 1/O adapter (IOA) requires V5R3MO resave RSI or V5R3M5 RSB with
C6045530 or later (ref. #5761 APAR 1114169) and for System i5 firmware level
SF235_160 or later

» The #5749/#5774 10P-less FC IOA is supported on System i POWER6 models only

Prior to attaching a DS8000, DS6000, or ESS model 800 system to a System i model, check
for the latest PTFs, which probably have superseded the minimum requirements listed
previously.

Note: We generally recommend installing one of the latest i5/0S cumulative PTFs
(cumPTFs) before attaching IBM System Storage external disk storage subsystems to
System i.

5.2 Logical volume sizes

i5/0S is supported on the DS8000 and DS6000 system using fixed block storage. Unlike
other Open Systems that use the fixed block architecture, i5/0S supports only specific
volume sizes, which might not be an exact number of extents. In general the LUN sizes relate
to the volume sizes available with System i internal disk devices. i5/0S volumes are defined in
decimal GB (10%bytes).

Table 5-1 indicates the number of extents that are required for different System i volume
sizes. The value xxxx represents 1750 for DS6000 and 2107 for DS8000.

Table 5-1 i5/0S logical volume sizes

Model type i5/0S Number of Extents Unusable | Usable
Device logical space space%
Protected Unprotected | sjze (GB) | block (GiB)?
addresses

xxxx-A01 Xxxx-A81 8.59 16,777,216 8 0.00 100.00
XXxx-A02P Xxxx-A82 17.54 34,275,328 17 0.66 96.14
Xxxx-A05P XXXx-A85 35.16 68,681,728 33 0.25 99.24
Xxxx-A04P xxxx-A84 70.56 | 137,822,208 66 0.28 99.57
Xxxx-A06P xxxx-A86 141.12 | 275,644,416 132 0.56 99.57
xxxx-A07 Xxxx-A87 282.25 | 551,288,832 263 0.13 99.95

a. GiB represents “Binary GB” (2°° bytes) and GB represents “Decimal GB” (10° bytes).
b. Only Ax2, Ax4, Ax5, and Ax6 models are supported as external load source unit LUNs.

When creating the logical volumes for use with i5/0OS, in almost every case, the i5/0S device
size does not match a whole number of extents, so some space remains unused. Use the

values in Table 5-1 in conjunction with extent pools to see how much space will be wasted for
your specific configuration. Also, note that the #2766, #2787, and #5760 Fibre Channel Disk
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Adapters used by the System i platform can only address up to 32 LUNs while the IOP-less
FC adapter #5749 and #5774 support up to 64 LUNs per port.

For more information about sizing guidelines for i5/0S, refer to Chapter 4, “Sizing external
storage for i5/0S” on page 89.

5.3 Protected versus unprotected volumes

When defining i5/0S logical volumes, you must decide whether these should be protected or
unprotected volume models. This protection mode is simply a SCSI Inquiry data notification to
i5/0S and does not mean that the data is protected or unprotected. In reality, all DS8000 or
DS6000 LUNSs are protected, either by RAID-5 or RAID-10. An unprotected volume is
available for i5/0OS to mirror that volume to another volume of equal capacity, either internal or
external. Unless you intend to use i5/0S (host-based) mirroring, you should define your
logical volumes as protected.

Under some circumstances, you might want to mirror the i5/0OS internal load source unit to a
LUN in the DS8000 or DS6000 storage system. In this case, define only one LUN as
unprotected. Otherwise, when mirroring is started to mirror the load source unit to the
DS6000 or DS8000 LUN, i5/0OS attempts to mirror all unprotected volumes.

Important: Prior to i5/0S V6R1, we strongly recommend that if you use an external load
source unit that you use i5/0S mirroring to another LUN in external storage system to
provide path protection for the external load source unit (see 5.10, “Protecting the external
load source unit” on page 215).

5.3.1 Changing LUN protection

184

Although it is possible to change a volume from protected to unprotected (or vice versa) using
the DS command-line interface (CLI) chfbvol command, you need to be extremely careful
when changing LUN protection.

Attention: Changing the LUN protection of a System i volume is only supported for
non-configured volumes, that is volumes not a part of the System i auxiliary storage pool
configuration.

If the volume is configured, that is within an auxiliary storage pool (ASP) configuration, do not
change the protection. In this case if you want to change the protection, you must remove the
volume from the ASP configuration first and add it back later after having changed its
protection mode. This process is unlike ESS models E20, F20, and 800 where from storage
side no dynamic change of the LUN protection mode is supported so that the logical volume
would have to be deleted, requiring the entire array that contains the logical volume to be
reformatted, and created new with the desired other volume protection mode.

Important: Removing a logical volume from the System i configuration is an i5/0S
disruptive task if the LUN is in the system auxiliary storage pool (ASP) or user ASPs 2
through 32 because it requires an initial program load (IPL) of i5/0OS to completely remove
the volume from the i5/0S configuration. However volumes can be removed from an
independent ASP (IASP) with the IASP varied off without performing an IPL on the system.
This is no difference from removing an internal disk from an i5/0S configuration.
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5.4 Setting up an external load source unit

The new #5749 and #5774 10P-less Fibre Channel I0OAs for System i POWERG allow to
perform an IPL from a LUN in the IBM System Storage DS8000 series.

The #2847 PCI-X I0OP for SAN load source allows a System i to perform an IPL from a LUN in
a DS6000, DS8000, or ESS model 800. This IOP supports only a single FC I0A. No other
IOAs are supported.

Restrictions:

» The new IOP-less Fibre Channel IOAs #5749 or and #5774 support for direct
attachment the FC-AL protocol only.

» Forthe #2847 IOP driven IOAs Point-to-Point (also known as FC-SW and SCSI-FCP) is
the only support protocol. You must not define the host connection (DS CLI) or the Host
Attachment (Storage Manager GUI) as FC-AL because this prevents you from using the
system.

Creating a new load source unit on external storage is similar to creating one on an internal
drive. However, instead of tagging a RAID disk controller for the internal load source unit, you
must tag your load source IOA for the SAN load source.

Note: With System i SLIC V5R4M5 and later all buses and IOPs are booted in the D-mode
IPL environment and if no existing loadsource disk unit is found, a list of eligible disk units
(of the correct capacity) displays for the user to select the disk to use as the loadsource
disk.

For previous SLIC versions, we recommend that you assign only your designated load source
LUN to your load source IOA first to make sure that this is the LUN chosen by the system for
your load source at SLIC install. Then, assign the other LUNs to your load source I10A
afterwards.

5.4.1 Tagging the load source IOA

Even if you are only creating a system with one partition, you must use a Hardware
Management Console (HMC) to tag the load source I0A. This tells the system which IOA to
use when building the load source unit during the D-mode IPL SLIC installation. The external
load source unit does not work on a system without an HMC.
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On the HMC, set the tagged load source unit to the FC Disk Controller that is controlling your
new external load source unit. On the HMC, follow these steps:

1. Select the partition name with which you are working. Then, select Tasks —
Configuration — Manage Profiles as shown in Figure 5-1.

Note: For below HMC V7, right-click the partition profile name and select Properties.

Contents of: RCHLTTN-SN10DBA1F

*t*

2L |2 |# &

Tasks ¥

Select &~ Mame ~ |0~ | Status &

WV | RCHLTTHA ] | 1|&_ Running |
Gl RCHLTTNZ 2 Mot Artivated

Total: 2 Filtered: 2 Selkectad:

Properties

Change Default Profile
COparations

Configuration

Dynamic Logical Partitioning
Sarviceability

; Refarance
E s
. Environment -

Managa Profi

Manage Custom Groups
Save Current Configuration

Es

Figure 5-1 Selecting the HMC partition profile properties

2. Select Actions — Edit as shown in Figure 5-2

Managed Profiles -- RCHLTTN1

Actions *

the profile.
Status

Clo=e || Help

@ javascript:menultemLaunchaction();

1 Default Profile, Last Activated

2 nternet

= contains the resource configuration for the partition.
e processor, memory, and adapter assignments for a

Figure 5-2 Managed Profiles
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3. In the Logical Partition Profile Properties window (Figure 5-3), select the Tagged I/O tab.

General | Processors | Memory = 1/O 'Il:ragged OptiConnect gidr;";anlam E?:Vr:‘frrolling

Logical Partition Profile Properties: RCHLTTN1 @ RCHLTTN1 @ RCHLTTN-SN10DBA1F

Settings

Partition Profile Properties

Profile name: [RCHLTTNL
Partition name: RCHLTTN1
Partition 1D: 1
Partition environment ; i5/05
System name: RCHLTTN-SN10DBAIF
@| Cancel || Help
& B @ nnternet

B

Figure 5-3 Logical Partition Profile Properties window
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On the Tagged I/O tab, click the Select button that corresponds to the load source as
shown in Figure 5-4.

Logical Partition Profile Properties: RCHLTTN1 @ RCHLTTN1 @ RCHLTTN-SN10DBA1F

Tagged : Virtual Power :
General | Processors = Memaory | I/O 1/0 OptiConnect Adapters Controlling Settings

Tagged I/O devices for this partition profile are detailed below.

Load source
Description: Fibre Channel Serial Bus

Location code: U0595.001.104551C-CB1-C03

|Click to change the load source device or view propertie

Alternate restart device

Description: Storage controller Select...
Location code: U787B.001.DNW35A3B-P1-C5

Console
Use HMC console

Description:

Location code:

Alternate console

Description: Select...

Location code: None

Operations Console

Description: Select...

Location code: None

% Cancel | Help

€

2 @ nternet

Figure 5-4 Tagged I/O properties
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In the Load Source Device window (Figure 5-5), select the IOA to which your new load
source unit is assigned. Click OK.

Profile I/0 devices
Select Unit

slielialialielialislialielislialisliellelie] Cilelle]

Load source:
Location code: UOS

Uo595.001.
U0595.001.
U0595.001.
U0595.001.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.
U5294.002.

Fibre Channel Serial Bus

Bus Slot| Added
104551C 12 C01|Required
104551C 13 €02 | Required
104551C 12 CO03 Required
104551C| 13 C04 | Required
109672C 17 C11|Required
109672C 17 C12|Required
109672C 17 C13 | Required
109672C 17 C14 | Required
109672C 17 C15|Required
109672C 18 CO01|Required
109672C 18 C02 | Required
109672C 18 CO03 Required
109672C 18 CO04 Required
109672C 19 CO05| Required
109672C 19 CO06 | Required
109672C 19 CO7 | Required
109672C 19 CO08 Required
109672C 19 C09|Required

95.001.104551C-CB1-C03

Description

I/O Processor

Empty slot

Fibre Channel Serial Bus
Empty slot

PCI I/O Processor

PCI 1Gbps Ethernet UTP

PCI I/O Processor

Storage controller

Empty slot

PCI I/O Processor

PCI-¥ Ultra RAID Disk Controller
PCI RAID Disk Unit Controller
PCI 1Gbps Ethernet UTP

I/O Processor

Fibre Channel Serial Bus
Empty slot

Empty slot

Empty slot

Location Code

U0595.001.104551C-CB1-C0|
U0595.001.104551C-CB1-C0O]
U0595.001.104551C-CB1-C0;
U0595.001.104551C-CB1-C0¢
U5294.002.109672C-CB1-C1]
U5294.002.109672C-CB1-C1]
U5294.002.109672C-CB1-C1;
U5294.002.109672C-CB1-C1¢
U5294.002.109672C-CB1-C1!
U5294.002.109672C-CB1-C0]|
U5294.002.109672C-CB1-C0;
U5294.002.109672C-CB1-C0O]
U5294.002.109672C-CB1-C0q
U5294.002.109672C-CB1-C0/
U5294.002.109672C-CB1-C0f
U5294.002.109672C-CB1-C0O]
U5294.002.109672C-CB1-C0Y
U5294.002.109672C-CB1-C0Y

% Cancel || He|

Figure 5-5 Tagging

the load source unit

6. Change the partition to do a manual IPL as follows:

a. Select Tasks — Properties from the drop-down menu as shown in Figure 5-6.

Contgnts of: RCHLTTN-SN10DBA1F

*t*

Sakect -~ | Name

_|7 J__Hf,|||.TTN1E |

2 \E) |2 |# E

~ D~ | Status i

1|J!__Flunn|ng

[ RCHLTTHZ

2 Mt Antivatecd

Totak 2 Filtered: 2 Salected: |

; Refarance
Change Default Profie ~ | Enviranment -~ | oo =
B P i sos 00000000
Configuration »
. _ I iBOSs OCOCOn0n
Dynamic Logical Partitioning P
Sarviceability »

Figure 5-6 Selecting the Properties option

Note: For below HMC V7, right-click the partition name and select Properties.
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b. In the Partition Properties window (Figure 5-7), select the Settings tab.

Partition Properties : RCHLTTN1 @ RCHLTTN-SN10DBA1F
General | Hardware @ Virtual Adapters Setti@ﬂs Other
!

Name: " lReHLTTN Setings
ID: 1

Environment: 15/05

State: Running

Attention LED: on

Resource configuration: Configured

0S version: 05/400 VOR1MO 400 0
Current profile: RCHLTTN1
System: 9406-55010DBA1F

Figure 5-7 Partition Properties window

c. On the Settings tab, for Keylock position, select Manual as shown in Figure 5-8.

Partition Properties : RCHLTTN1 @ RCHLTTN-SN10DBA1F

General | Hardware @ \irtual Adapters | Settings | Other

Boot

IPL source: Ib_ T _‘j

Kevlock position: \E‘”El_ j
Automatically start with managed system: Disabled

Service and support

Connection monitoring: Disabled
Service partition: Disabled
Redundant error path reporting: Disablad
Time reference: Disabled
Tagged I/0
Load source: U0595.001.104551C-CB1-C03 /
Unknown
Alternate restart: U787B.001.DNWS5A3B-P1-C5 / Unknown
Console: Slot 1 / Virtual 1I/O

Alternate console:
Operations console
direct:

G Gancel | e

Figure 5-8 Setting the IPL type
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5.4.2 Creating the external load source unit

After you tag the load source I0A, the installation process is the same as installing on an
internal load source unit. Follow these steps:

1. Insert the |_BASE SLIC CD into the alternate IPL DVD-ROM device and perform a
D-mode IPL by selecting the partition and choosing Tasks — Operations — Activate as

shown in Figure 5-9.

Note: For below HMC V7, right-click the partition, select Properties, and click
Activate.

Contgnts of: RCHLTTN-SN10DBA1F

&) B 2 (2] (5] (2] [#) &) || [Tk

Properties
Salct ~ | Mame -~ |ID -~ | Status Changs Defauk Profile Processing Units - Memory (G5 ~ | Active Profile
il RCHLTTHA 1 O parations 4 RCHLTTN1
¥ | reriries | 2| Configuration » Attention LED 0
Total 2 Fil_ Serviceabiiy P | Schedule Operations
Delata

Figure 5-9 Activating a partition

2. In the Activate Logical Partition window (Figure 5-10), select the partition profile to be
used and click OK.

CHLTTN2 |

Select a profile below to activate the logical partition with.

Partition name : RCHLTTNZ

F'artitign rofiles
|ECHLTrN2

Open a tern | window or console session | Advanced...
OK|| Cancel || Help

Figure 5-10 Selecting the profile for activation

In the HMC, a status window displays, which closes when the task is complete and the
partition is activated. Wait for the Dedicated Service Tools (DST) panel to open.

3. After the system has done an IPL to DST, select 3. Use Dedicated Service Tools (DST).
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4. On the OS/400 logo panel (Figure 5-11), enter the language feature code.

000000 SSSSS /1 44 00000 00000
00 00 SS SS /1 444 00 00 00 00
00 00 SS /1 4444 00 00 00 00
00 00 SS /1 44 44 00 00 00 00
00 00 SSS /1 44 44 00 00 00 00
00 00 SSS /] 44 44 00 00 00 00
00 00 SS /l 44 44 00 00 00 00
00 00 SS /l 44444444444 00 00 00 00
00 00 SS SS /1 a4 00 00 00 00

000000 SSSSSS // a4 00000 00000

LANGUAGE FEATURE ===> 2924

Figure 5-11 OS/400 logo panel

5. On the Confirm Language Group panel (Figure 5-12), press Enter to confirm the language
code.

Confirm Language Group

Language feature . . . . . . . . ... . .. i 2924

Press Enter to confirm your choice for language feature.
Press F12 to change your choice for Tanguage feature.

F12=Cancel

Figure 5-12 Confirming the language feature
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6. On the Install Licensed Internal Code panel (Figure 5-13), select 1. Install Licensed
Internal Code.

Install Licensed Internal Code
System: G1016730

Select one of the following:

1. Install Licensed Internal Code
2. Work with Dedicated Service Tools (DST)
3. Define alternate installation device

Selection
1

Figure 5-13 Install Licensed Internal Code panel

7. The next panel shows the volume that is selected as the external load source unit and a
list of options for installing the Licensed Internal Code (see Figure 5-14). Select 2. Install
Licensed Internal Code and Initialize System.

Install Licensed Internal Code (LIC)

Disk selected to write the Licensed Internal Code to:
Serial Number Type Model I/0 Bus Controller Device
30-02000 1750 A85 0 1 1

Select one of the following:

Restore Licensed Internal Code

Install Licensed Internal Code and Initialize system
Install Licensed Internal Code and Recover Configuration
Install Licensed Internal Code and Restore Disk Unit Data
Install Licensed Internal Code and Upgrade Load Source

Ol B W N =
e o e e

Selection
2

F3=Exit F12=Cancel

Figure 5-14 Install Licensed Internal Code options
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8. On the Confirmation panel, read the warning message that displays (as shown in
Figure 5-15) and press F10=Continue when you are sure that you want to proceed.

Install LIC and Initialize System - Confirmation

Warning:
A11 data on this system will be destroyed and the Licensed
Internal Code will be written to the selected disk if you
choose to continue the initialize and install.

Return to the install selection screen and choose one of the
other options if you want to perform some type of recovery
after the install of the Licensed Internal Code is complete.

Press F10 to continue the install.
Press F12 (Cancel) to return to the previous screen.
Press F3 (Exit) to return to the install selection screen.

F3=Exit F10=Continue F12=Cancel

Figure 5-15 Confirmation warning

9. The Initialize the Disk - Status panel displays for a short time (see Figure 5-16). Unlike
internal drives, formatting external LUNs on DS8000 and DS6000 is a task that is run by
the storage system in the background, that is the task might complete faster than you
expect.

Initialize the Disk - Status

The Toad source disk is being initialized.

Estimated time to initialize in minutes : 55

Elapsed time in minutes . . . . . . . . : 0.0

Please wait.

Wait for next display or press F16 for DST main menu

Figure 5-16 Initialize the Disk - Status panel
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When the logical formatting has finished, you see the Install Licensed Internal Code - Status
panel as shown in Figure 5-17.

Install Licensed Internal Code - Status

Install of the Licensed Internal Code in progress.

e +
Percent | 100%

complete Fm e e +
Elapsed time in minutes . . . . . . . . : 2.5

Please wait.

Figure 5-17 Install Licensed Internal Code status

When the Install Licensed Internal Code process is complete, the system does another IPL to
DST automatically. You have now built an external load source unit.

5.5 Adding volumes to the System i5 configuration

After the logical volumes are created and assigned to the host, they appear as
non-configured units to i5/0S. It can take some time for i5/0OS to recognize the logical
volumes after they are created. At this stage, they are used in exactly the same way as
non-configured internal units. There is nothing particular to external logical volumes as far as
i5/08S is concerned. You should use the same functions for adding logical units to an ASP as
you would for internal disks.

Adding disk units to the configuration can be done either by using the 5250 interface with
Dedicated Service Tools (DST) or System Service Tools (SST) or with iSeries Navigator.
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5.5.1 Adding logical volumes using the 5250 interface

To add a logical volume in the DS8000 or DS6000 to the system ASP, using System Service
Tools (SST), follow these steps:

1. Enter the command STRSST and sign on System Service Tools.

2. In the System Service Tools (SST) panel (Figure 5-18), select 3. Work with disk units.

NOoO oA W
e e e e e

8.

3

F3=Exit

System Service Tools (SST)

Select one of the following:

Start a service tool

Work with
Work with
Work with
Work with
Work with
Work with
Work with

Selection

active service tools
disk units

diskette data recovery
system partitions
system capacity

system security
service tools user IDs

F10=Command entry F12=Cancel

Figure 5-18 System Service Tools menu

3. In the Work with Disk Units panel (Figure 5-19), select 2. Work with disk configuration.

1.

2

F3=Exit

Work with Disk Units

Select one of the following:

Display disk configuration

Selection

2. Work with disk configuration
3. Work with disk unit recovery

F12=Cancel

Figure 5-19 Work with Disk Units panel

196 IBM System Storage Copy Services and IBM i: A Guide to Planning and Implementation




4. When adding disk units to a configuration, you can add them as empty units by selecting
Option 2, or you can allow i5/0S to balance the data across all the disk units. Normally, we
recommend that you balance the data. In the Work with Disk Configuration panel
(Figure 5-20), select 8. Add units to ASPs and balance data.

Select one of the following:

Display disk configuration
Add units to ASPs
Work with ASP threshold

Enable remote Toad source mirroring
Start compression on non-configured

Add units to ASPs and balance data
Start device parity protection

OO NOOT P WN =
e e e s s s e e e

Selection
8

F3=Exit F12=Cancel

Disable remote Toad source mirroring

Work with Disk Configuration

Include unit in device parity protection

units

Figure 5-20 Work with Disk Configuration panel

5. In the Specify ASPs to Add Units to panel (Figure 5-21), specify the ASP number next to

the desired units. Here, we specify 1 for ASP, which is the System ASP. Press Enter.

Specify the ASP to add each unit to.

Specify Serial
ASP Number Type Model Capacity
21-662C5 4326 050 35165
21-54782 4326 050 35165
1 75-1118707 2107 A85 35165

F3=Exit F5=Refresh F11=Display disk
F12=Cancel

Specify ASPs to Add Units to

Resource
Name
DD124
DD136
DD006

configuration capacity

Figure 5-21 Specify ASPs to Add Units to panel
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6. In the Confirm Add Units panel (Figure 5-22), review the information and verify that
everything is correct. If the information is correct, press Enter to continue. Depending on
the number of units that you are adding, this step can take some time to complete.

Confirm Add Units

Add will take several minutes for each unit. The system will
have the displayed protection after the unit(s) are added.

Press Enter to confirm your choice for Add units.
Press F9=Capacity Information to display the resulting capacity.
Press F12=Cancel to return and change your choice.

Serial Resource
ASP Unit  Number Type Model Name Protection
1 Unprotected
1 02-89058 6717 074 DD004 Device Parity
2  68-0CA4E32 6717 074 DDOO3 Device Parity
3 68-0C9F8CA 6717 074 DD002 Device Parity
4  68-0CA5D96 6717 074 DD0OO1 Device Parity
5 75-1118707 2107 A85 DD006 Unprotected
F9=Resulting Capacity F12=Cancel

Figure 5-22 Confirm Add Units panel

7. After the units are added, view your disk configuration to verify the capacity and data
protection.
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5.5.2 Adding volumes to an independent auxiliary storage pool

IASPs can be defined as switchable or private. Disks must be added to an IASP using the
iSeries Navigator. That is, you cannot manage your IASP disk configuration from the 5250
interface. In this example, we add a logical volume to a private (non-switchable) IASP. Follow

these steps:

1. Start iSeries Navigator. Figure 5-23 shows the initial window.

48 iSeries Navigator
_File Edit  Wiew Help

"TEL R L

=101 x|

3 minutes old

| Enviranment: by Connections

| My Cannections

B Bditists
B Bstkasts

B Rchbrm

B scafel

! Toonarmy

B websphers400

Iy A 4
! Add a connection
& Install additional components

! Websphered 0

1

MName | Signed On User Descripkion

! Anotherl Janas Secondary
B Edftisp1 15T8 P1

H Bdftispz 15TE P2

B Bdftists I5TS Primary

B Bstkastd ESTRAST4

B Rechbrm BRMS Lab

! Scafell Scafell

! Toonarmy Toondrmy

Janas Primary

[ |E hiranment 5
B Add a connection

Change all of pour server passwords
P T PO IR N L IR o [ ]

& Inatal plug-ing

Open iSeries Mavigator zervice tools LI
[ PSR PV N [ P '

|1 - 9 of 9 ohjects [

&

Figure 5-23 iSeries Navigator initial window
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2. Expand the iSeries to which you want to add the logical volume and sign on to that server.
Then expand Configuration and Service — Hardware — Disk Units (see Figure 5-24).

iSeries Mavigator
Filz  Edit

Wiew Help

=101 ]

R L BRR XE | SES

B minutes old

| Enviranment: by Connections

| My Connections

1y T4
! Add a connection
& Install additianal compohents

mabmll e ikl e o] e e ek Y

|- |E nviranment tasks
! Add a connection

Change all of your server passwaords
T

L) BN P

) Instal plug-ing

Open iSeries Mavigator service took:

AP PR R

El! Bdftigpz ;I Marne | Signed COn User [ Description
15 Basic Operations B anotheri Janas Secondary
€&} work Management B Bdftizpt I5T5 P1
ﬁﬁ Configuration and Service B Edftispz 15T P2

E System Values B Bdtista ISTE Primary
=gz Hardware B Bsthaste BSTKAST4
g Al Hardiare B rehbrm BRMS Lah
Communications B scafell Scafel
43 System Adaphers
% LAM Resources B Toonarmy Toon.ﬂ.rrr!y
\Workstation Besaurces [ websphere4on Janas Primary
Processor Informnation
----':c.%}} Cryptography Resources e
4343 Optical Units
[=]-€? Disk Units
i Al Disk Units
p By Location
Disk. Pools
Disk Poal Groups
% Parity Sets
Monconfigured Disk Units
[]-- Tape Devices j g I I LI

|1 -9 of 9 objects ]l

Figure 5-24 Series Navigator Disk Units

3. Sign on to SST. Enter your Service tools ID and password and then click OK.
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4. Under Disk Units, right-click Disk Pools, and select New Disk Pool as shown in
Figure 5-25.

B iSeries Navigator _ 1ol x|
File Edit Yiew Help
;g|%ﬁ|><|@° 9 minutes old
| Erwironment: My Connections | ty Connections
2 All Hardware ﬂ Marne | Sigried On LUser l Drescription
-/ Communications B anathert Janas Secondary
% System Adapters B Bdrtisp1 I5T& Pl
U LAN Resources B edrtigpz IST3 P2
‘Warkstation fesnurces g BdFtista I5T& Primary
Processor Information
. B Bstkasts BSTEAST4
L -MYPLNOrapTTy RESOUICES B Rehbrm BRMS Lab
..... O t IU t
_p - ) s ! Scafel Scafel
[—:I@ Disk. Units ! T .
) All Disk Uniks 8 penanmy R
: p By Location ‘wehsphere400 Janas Primary
7 Explore
© Open
P Create Shortcut
reate
Me
= - Customize this Yiew » J 4 I I ﬂ
dirgniment ¢
. Graphical i ; ;
! Add & contection TP W Add & contection @ Instal plug-irs |
(&) Install additional Comp Change all of your gerver pazswords @5 Open iSenes Mavigator service tools
| PSR N | [P N Y [ Y ‘-) L0 P U PRI I P ﬂ
Creates a nev disk pool, Properties A

Figure 5-25 Creating a new disk pool

5. The New Disk Pool wizard opens. Figure 5-26 shows the Welcome window. Click Next.

& new sk pool - Welcome_——— =155 x4

Welcame ta the Mew Disk Poal wizard.

This wizard takes you through the steps to add a new disk pool to
systern Bdftigp2. It also allows you to start compressiaon, start device
parity, and to include disk units in a parity set.

When you create a new disk pool, you must add at least one disk
unitto the pool. This wizard includes the steps to add one or mare
disk units to the new disk pool.

You can cancel at any time by clicking Cancel.

“Finish | XCancel |

4= Bk |

Figure 5-26 New Disk Pool - Welcome window
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6. In the New Disk Pool window (Figure 5-27):

a. For Type of disk pool, select Primary.

b. For Disk pool, type the new disk pool name.

c. Leave Database set to the default of Generated by the system.

d. Ensure that the disk protection method matches the type of logical volume that you are
adding. If you leave it deselected, you will see all available disks.

e. Select OK to continue.

New Disk Pool x|

Type of disk pool; |F'rimar5t ;l
Disk pool: jDs_lasp
Database:; [Generated by the system =]

Mote: Ifyouwant to create a switchable disk pool, be sure to
use the appropriate clustering function befare using this
wizard.

[v Protectthe data in this disk poal

Ok I Cancel | Help |‘?l

Figure 5-27 Defining a new disk pool

7. The New Disk Pool - Select Disk Pool window (Figure 5-28) summarizes the disk pool
configuration. Review the configuration and click Next.

# New Disk Pool - Select Disk Poal ‘ ‘ i ] |

Selectthe disk poals to which yau want to add disk units. To add a
new dizk pool to the list, click New Fool.

| Mew Disk Pool... |
Disk Pool |Type OF Disk Poal | Protection
1 Basic Unpratected
[ 33 (Shark_2} Secondary Unprotected
[ 34 (Shark_13 Primary Unprotected
v {Ds_iasp Primary Unprotected
Kl | o

4 Back | *Nemd VFinish | xoancel
By

Figure 5-28 Confirming the disk pool configuration
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8. In the New Disk Pool - Add to Disk Pool window (Figure 5-29), click Add Disks to add
disks to the new disk pool.

& New Disk Pool - Add to Disk Pool Ds_iasp o ] [

Disk pool Ds_iasp is unprotected.
This is disk pool 1 of 1 disk pools that you selected to work with.

To add dizsk units to disk pool Ds_iasp, click Add Disks. To remove, select the disk unit or units and
click Rermave,

Selected disk units:
Disk Unitl Capacity | Type-mMaodel-Level | Towerl Serial Numherl Protectian | P arity Sﬂ Cam

Kl 1 i

Remave | I Adr Disks. |
ﬁElack *Next ‘ o Finish | xoancel

Figure 5-29 Adding disks to the disk pool

9. The Disk Pool - Add Disks window lists the non-configured units. Highlight the disk or
disks that you want to add to the disk pool, and click Add, as shown in Figure 5-30.

Disk Pool Ds_iasp - Add Disks ‘ x|

To add dizsk units to disk pool Ds_iasp, select the disk unit or units and click Add. Click Help for
rmare information onwhy same disk units are not be eligible.

Available disk units:

Disk Unit Type-Model-Level | Tower | Serial Mumber | Protection | Parity Set | Comg
“» DJO0G 3 2107 1] Unprote...

| i
Add | Cancel I Help |7|
by

Figure 5-30 Choosing the disks to add to the disk pool
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10.The next window confirms the selection (see Figure 5-31). Click Next to continue.

& New Disk Pool - Add to Disk Pool Ds_iasp o ] [

Disk pool Ds_iasp is unprotected.
This is disk pool 1 of 1 disk pools that you selected to work with.

To add dizsk units to disk pool Ds_iasp, click Add Disks. To remove, select the disk unit or units and
click Rermave,

Selected disk units:

Disk Unitl Capacity | Type-mMaodel-Level | Towerl Serial Numherl Protectian | P arity SetJ Cam
&) Dd00B 352 GB  2107-A85-0 75-1118707 Unprate... Mo
Kl | i

ericre | [ Do |
ﬁElack l *[:%?}d | & Finish 1 XCanceI ‘

Figure 5-31 Confirming the disks to be added to the disk pool

11.In the New Disk Pool - Summary window, review the summary of the configuration. Click
Finish to add the disks to the disk pool, as shown in Figure 5-32.

& new isk Pool-summary =l

The following shows how the configuration you specified will look after the disk units are added. If
this is not carrect, click Back and make any necessary changes.

Ifthis i= correct, click Finish to begin adding the disk units,

Disk Pool | Type Of Disk Pool |Balance |Pratection |capacity | Disk Unit [i
@}1 Basic ] Unprotected 258 GH
Farity 6.4 GB & Ddoo1
Farity 6.4 GB &) Ddo0z
Farity 6.4 GB & Ddo03
Farity 6.4 GB &) Ddo04
@ 33 (Bhark_2  Secondary il] Unprotected 3.6 GH
Farity 8.6 GB & Ddo0g
ég} 34 (Shark_1y  Primary il] Unprotected 258 GH
Farity 8.6 GB &) DdO0s
Farity 8.6 GB &) Ddoo7
Farity 8.6 GB &) Ddo0g
ég} (D=_iaspy  Primary il] Unprotected 382 GHE T
Unprotected 382 GHE &7 D00 T
d | 2l

4 Back mp e | o Finign X cancel

Figure 5-32 New Disk Pool - Summary window
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12.Take note of and respond to any messages that display. After you take any necessary
action regarding any messages, you see the New Disk Pool Status window (Figure 5-33),
which shows the progress. This step might take some time, depending on the number and
size of the logical units that are being added.

# New Disk Pool Status

Staring Device Barty Erotection...
Irelird i sk Caits...

Staring Cormpressian...
= Adding Disk Units...

Asgsigning Disk Pool Group...

FPercent Complete : IT%

Figure 5-33 New Disk Pool Status

13.When the process is complete, a message window displays. Click OK as shown in
Figure 5-34.

# The action you requested has completed 5]

@ The action you reguested has completed successully
L5

Figure 5-34 Disks added successfully to the disk pool

14.1n iSeries Navigator, you can see the new disk pool under Disk Pools (see Figure 5-35).

fhiseries Mavigator I ] 4
File Edit  Wiew Help
b NEEN X|@ & 0 minutes old
1 Ervvironment: by Connections I Bdftigp2: Disk Poolz
P ﬁ Communications ;I Disk Pool | capait | = Used | Free space | Thresh
% System Adapters @Disk Pool 1 25.8 GB 50% 12,7 GB 0%
5! LAN Resources 9 Disk Pool 33 (Shark_2) 6.6 GB Unknown  Unknown 90%
{2 workstation Resources {3 Disk Pool 34 (Shark_1)  25.8 GB Unknown  Unknown  90%
gt Processor Infarmation £Disk Pool 35 (Ds_issp)  35.2GB Unknown  Unknown  90%
{85 Cryptography Resources
&35 optical Units
(=16 Disk Urits
LD all Disk Units
v By Location
Diisk. Pools
--%isk Pool Groups
Parity Sets
g Monconfigured Disk. Units
=l )
H F[g;l--lTape Devices ;I 4 | | _,I

Figure 5-35 New disk pool shown in iSeries Navigator
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15.To see the logical volume, expand Configuration and Service — Hardware — Disk
Pools and select the disk pool that you just created. See Figure 5-36.

i iSeries Navigator ol x|
File Edit Wiew Help
& E|X|@Q 0 minutes old
| Enviranment: My Connections | BdftiBp2: Dizk Poal 35 [Ds_iasp]
% Basic Operations ;I Liisk, Uit | Skatus | Capacity | Free Space | Reserved |
-3 work Management GPDdooe  Active 35.2 GB Unknawn 1.0 MB

l_—‘_I%El Configuration and Service

% System Yalues

=1-F¢ Hardware

All Hardware

Communications

% System Adapters

LAN Resources

]@ ‘Workskation Resources

Processzor Information

:éi] Cryptography Resources —
----- Optical Units

=14 Disk Units

) &l Disk Units

p By Location

El@ Disk Pools

Disk. Poal 1

Disk Pool 33 (Shark_2)
Disk Pool 34 (Shark_1)

Al B F o aidwiare tasks

! Add a connection b q Avvailability
@ Install additional components 4 @ Recovery and Maintenance [? Graphical Yiew
S ST
1-1 of 1 objects | v

Figure 5-36 New logical volume in iSeries Navigator

5.6 Adding multipath volumes to System i using a 5250
interface

If you are using the 5250 interface, sign on to SST and perform the following steps:
1. On the first panel, select 3. Work with disk units.

2. On the next panel, select 2. Work with disk configuration.

3. On the next panel, select 8. Add units to ASPs and balance data.

4

. In the Specify ASPs to Add Units to panel (Figure 5-37), the values in the Resource Name
column show DDxxx for single path volumes and DMPxxx for those which have more than
one path. In this example, the 2107-A85 logical volume with serial number 75-1118707 is
available through more than one path and reports in as DMP135.

Specify the ASP to which you want to add the multipath volumes.

Note: For multipath volumes, only one path is shown. For the additional paths, see 5.8,
“Managing multipath volumes using iSeries Navigator” on page 211.
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Specify ASPs to Add Units to

Specify the ASP to add each unit to.

Specify Serial Resource
ASP Number Type Model Capacity Name
21-662C5 4326 050 35165 DD124
21-54782 4326 050 35165 DD136
1 75-1118707 2107 A85 35165 DMP135

F3=Exit F5=Refresh F11=Display disk configuration capacity
F12=Cancel

Figure 5-37 Adding multipath volumes to an ASP

5. On the Confirm Add Units panel (Figure 5-38), check the configuration details. If the
details are correct, press Enter.

Confirm Add Units

Add will take several minutes for each unit. The system will
have the displayed protection after the unit(s) are added.

Press Enter to confirm your choice for Add units.
Press F9=Capacity Information to display the resulting capacity.
Press F12=Cancel to return and change your choice.

Serial Resource
ASP Unit  Number Type Model Name Protection
1 Unprotected

1 02-89058 6717 074 DD0O04 Device Parity
2 68-0CA4E32 6717 074 DDOO3 Device Parity
3  68-0C9F8CA 6717 074 DD002 Device Parity
4 68-0CA5D96 6717 074 DDOO1 Device Parity
5 75-1118707 2107 A85 DMP135 Unprotected

F9=Resulting Capacity F12=Cancel

Figure 5-38 Confirm Add Units panel
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5.7 Adding volumes to System i using iSeries Navigator

208

You can use iSeries Navigator to add volumes to the system ASP, user ASPs, or IASPs. In
this example, we add a multipath logical volume to a private (non-switchable) IASP. The same
principles apply when adding multipath volumes to the system ASP or user ASPs.

1. Follow the steps in 5.5.2, “Adding volumes to an independent auxiliary storage pool” on
page 199. When you reach the point where you select the volumes to add, a panel similar
to the panel that is shown in Figure 5-39 displays. Multipath volumes appear as DMPxxx.
Highlight the disk or disks that you want to add to the disk pool and click Add.

Disk Pool Ds_ijasp - Add Disks x|

To add disk units to disk pool Ds_iasp, select the disk unit or units and click Add. Click Help for
mare information an why some disk units are not be eligible.

Awailable disk units:
Disk Unit

= Dropl 05

Kl | 2

Figure 5-39 Adding a multipath volume

Note: For multipath volumes, only one path is shown. To see the additional paths, see
5.8, “Managing multipath volumes using iSeries Navigator” on page 211.
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2. The remaining steps are identical to those in 5.5.2, “Adding volumes to an independent
auxiliary storage pool” on page 199.

When you have completed the steps, you can see the new disk pool in iSeries Navigator
under Disk Pools (see Figure 5-40).

¥ iSeries Navigator
File Edit Wiew Help

=13l x|

BB XE|HES

0 minutes ald

| Ernviranment: My Connections

| BdftiBp2: Disk Packs

----- Optical Units
1§ Disk Units

i Al Disk, Units
I? By Location

Disk. Poals
isk. Pool Groups

[]-- Tape Devices
-

! Add a connection
& Install additional compohents

*ﬁ Communications ﬂ Disk Pool | Capacit 1 %% Used | Free Space | Threshn
% System Adapters 2 Disk Pocl 1 75,6 GB 50%: 12,7 GB 0%,
=y LAM Resources & Disk Pocl 33 (Shark_21 6.6 GB Unknown  Unknown  90%
£ Workstation Resources {3Disk Pool 34 (Shark_1)  25.6 B Unknown  Unknown  90%

Processor Information
:é‘ﬂ Cryptography Resources

Parity Sets
Monconfigured Disk Units

&) Disk Pool 35 (Ds_jasp)  35.2GB Unknown  Unknown  90%

1 - 4 of 4 chjects

=1+ | 2

b . Configuration b &8 Avvailahility |
b O Fecavery and Maintenance i” Graphical Wiew iv
L ST _I
A

Figure 5-40 New disk pool in iSeries Navigator
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3. To see the logical volume, expand Configuration and Service — Hardware — Disk
Units — Disk Pools, and click the disk pool that you just created as shown in Figure 5-41.

3 iSeries Navigator
File Edit ‘iew Help

3 E| > | @ ® 0 mitutes old

I Erwironment: My Connections I Bdfti8p2: Dizk Pool 35 [D=_iazp)

%. Basic Operations ;I Disk Uit | Skatus | Capacity | Free Space | Reserved |

E8 work Management &2 Dmpl 05 Active 35.2GE Unknown 1.0MB
Elga’ Configuration and Service

% System Yalues

=& Hardware

all Hardware
Communications

% System Adapters

LAM Resources

1@’ warkstation Resources
Processor Information
:c%i: Cryptography Resources L
----- Optical Units

-6 Disk Urits

&> ol Disk Units

l? By Location

@ Disk. Poals

Disk Ponl 1
Disk Poal 33 (Shark_2)
Disk Pool 34 (Shark_1)

=101

@, Disk Poal Groups K1 | i

¥ {3 Availability
M Graphical View

@ Install additianal compohents

[1 -1 of 1 objects |

Figure 5-41 New logical volume shown in iSeries Navigator

b O Fecovery and Maintenance
[ T
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5.8 Managing multipath volumes using iSeries Navigator

All units are initially created with a prefix of DD. As soon as the system detects that there is
more than one path to a specific logical unit, it automatically assigns a unique resource hame
with a prefix of DMP for both the initial path and any additional paths.

When using the standard disk panels in iSeries Navigator, only a single path, the initial path,
is shown. To see the additional paths follow these steps:

1. To see the number of paths available for a logical unit, open iSeries Navigator and expand
Configuration and Service —» Hardware — Disk Units. As shown in Figure 5-42, the
number of paths for each unit is in the Number of Connections column (far right side of the
panel). In this example, there are eight connections for each of the multipath units.

(@) iSeries Navigator (=]
g ke
File Edit View Help
5 ] 13 minutes old
| Environment: My Connections | Carregt: All Disk Units
+ @ Management Central (Lp015ab) # | | Disk Unit Status Type-Modeld evel | 1/0 Processor | Number of Ce[»
-1 Bl My Connections 'Wyndoo1  Active 4326-070-2 Cmb02 1
- Carregt . Wrndooz  Active 4326-070-2 Cmb02 1
£ % B}""S'ioperamns ©I0d00z  Active 4326-072-2 Cmbo2 1
+ B: :’;Drﬁ Manzgemezts _ WyDdons  Active 4326-072-2 Cmbo2 1
ornaUration and servics ©IDdoos  Active 4326-072-2 Cmbo2 1
ER Svystem Values [t )
5 ODdDUG Active 4326-072-2 Cmb02 1
0 Time Management - )
= B tardware T)Dd007  Active-loads  4325-072-2 Cmb02 1
] I ) .
Al Hardware m‘fDdDUS Active 43250722 cmbioz 1
A - ©odow  active 43260742 Cmbo1 1
System Adapters ngdun Active 4326-070-2 Cmbo1 1
LAN Resources iL./Ddo12 Active 4326-074-2 Cmbi01 1
E¥ workstation Resources WpDdo13s  Active 4326-074-2 Cmbo1 1
4 Processar Information :;:@Ddﬂ 14 Active 4326-074-2 Cmb01 1
&y Cryptography Resources i/ Dd015 Active 4326-072-2 Cmb02 1
& Optical Units @odos  active 43260722 Cmboz 1
=g Di i €70mp002  Active 2107-481-0 Cmbos 8
Qi PDmp016  Active 2107-A81-0 cmbos 8
+ i B (PDmp018  Active 2107-A81-0 Crmbos 8
* % Dfst PDD:S €)Dmp020  Active 2107-A810 Cmbos 8
* E'S _tp°s° ;”’”ps @JDmpo24  Active 2107-A81-0 Cmbos 8
+|
s o €7Dmp030  Active 2107-A81-0 Crmbos 8
Monconfigured Disk Units )
- i PDmp034  Active 2107-A81-0 Cmbos 8
+! Tape Devices ) b
5 E Software Dmp036  Active 2107-A81-0 Cmb0a 8 v
+|- /Fy Fixes Inventory b >
=
Yy Tasks carrege |
Add a connection 4 Configuration b Availability
(& Install additional components 4 @ Recovery and Maintenance Graphical View
¥ © Protection
1-23 of 30 objects

Figure 5-42 Example of multipath logical units
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2. To see the other connections to a logical unit, right-click a unit, and select Properties, as

shown in Figure 5-43.

(&) iSeries Navigator

l=J2Ed

File Edit View Help

t R Xe | 9Ee

13 minutes old

| Enviranment: My Connections

| Carregt: all Disk Units

& Install additional components

[

[1-23 of 30 ohjects

¥y Tasks - Carregt .
Add a connaction

&8

Configuration
Recovery and Maintenance
Protection

L4 AvailaBi
g Graphical View

+ @.‘ Management Central (Lp016ab) il Disk Unit | Status | Type-ModelLevel | /O Processor | Mumber of Cel#
=/l My Connections Wondoo1  Active 4326-070-2 Cmb02 1
= [l Caregt Windooz  Active 4326-070-2 cmboz 1
+-4% Basic Operations ©rpdonz  Active 43260722 Cmb0z2 1
t % z’;‘::g’::‘;;g:::;;emce E\?Ddﬂm Active 4326-072-2 Cmb02 1
BB System Values gndoos Active 4326-072-2 Cmb02 1
() Time Management WoDdoos  Active 4326-072-2 Cmb02 1
= £ Hardware = ngUU? Active -loads  4326-072-2 Cmb02 1
All Hardware ©IDdonE  Active 4326-072-2 Cmb02 1
g Communications Wndow  Active 4326-074-2 Cmb0o1 1 =
System Adapters ©0do1r  Active 4326-070-2 Cmb01 1
g LAM Resources %Ddﬂ 12 Active 4326-074-2 Cmb01 i
=¥ Workstation Resources % Ddo13 Artive 4326-074-2 Cmb01 1
Processor Information %Ddﬂ 14 Active 4326-074-2 Cmb01 1
3%, Cryptography Resources L |@podois  Active 4326-072-2 Cmb02 1
Optical Units Tondois  Active 4326-072-2 Cmb02 1
=g Disk Units G Dmpoo2  Active 2107-A81-0 o
o €J)Dmp016  Active 2107-A81-0 crl - h |
+/ fil? By Location &I0mp0is  Active 2107-A81-0 cm
x % Disk Podls @ompoz20  Active 2107-A81-0 cn e
: E;‘i‘;"s‘:g"’“ps (DDmp024  Active 2107-A81-0 C 2::;:: DiskLog...
% Monconfigured Disk Units @DmpOSU Acﬁve 210 ¢
++ B Tape Devices &0mp034 Active 2107-A81-0 C .
5 @ Software @Dmpﬂ% Active 2107-A81-0 C ﬂ
+- () Fixes Inventory | il B =

B

Figure 5-43 Selecting properties for a multipath logical unit
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3. In the Properties window (Figure 5-44), you see the General tab for the selected unit. The
first path is shown as Device 1 in the Storage section of the dialog box.

r@ Dmp002 Properties - Carregt g

Zeneral l Statusl Capau:'rt\,f] Physical Lnu:atinn] Conneu:tions]

Disk unit; Dmnp002
Type-Model-Level: 2107-A81-0
Serial humber: 759-1000592
Part Mumber:

LInit number: 16

Disk poal: Digk Pool 2

Logical Address

SFD bus
Systern Bus: 36
Systern Card: 32

Storage
WO bus: 0
I processar: Crmh06E (32
I adapter ! contraller: De0s 1)
Device: 1

(004 | Cancel Help ‘ 7 ‘

Figure 5-44 Multipath logical unit properties
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To see the other paths to this unit, click the Connections tab, where the other seven
connections for this logical unit are displayed, as shown in Figure 5-45.

r@ Dmp002 Properties - Carregt E]

General] S‘latus] Capac'rty] Physical Location

The following table shows the connections that can write to the disk
unit. Each connection has its own name although only one physical
disk unit exists.

LInit numher; 16

Serial numbet: Fa-10005592
Path= to the disk unit:

Disk Unit Systerm B... | System C... | VO Bus WO Proce...
€7 Drp004 38 32 0 Crb0s
€ Dip00G a7 32 0 Crbis
€ DrnpDBE2 41 32 0 Crbl 2
€7 DB 42 3z 0 Crnb0g
€ Drp001 346 32 0 Crnb07
€7 Dinp0E3 42 36 0 Crrkl1
€ DrpDB4 43 3z n Cmb10
1] J |

£l

(004 | Cancel | Help

Figure 5-45 Multipath connections

5.9 Changing from single path to multipath

214

If you have an existing configuration where the logical units were assigned only to one Fibre
Channel I/O adapter, you can change to multipath easily. Simply assign the logical units in the
DS8000 or DS6000 system to another System i I/O adapter. Then the existing DDxxx
resource names change automatically to DMPxxx, and new DMPyyy resources are created
for the new path.

Figure 5-46 shows an example where 48 logical volumes are configured in the DS8000. The
first 24 of these being in one DS volume group are assigned using a host adapter in the top
left I/0O drawer in the DS8000 to a Fibre Channel (FC) I/O adapter in the first iSeries 1/0 tower
or rack. The next 24 logical volumes within another DS volume group are assigned using a
host adapter in the lower left I/O drawer in the DS8000 to an FC I/O adapter on a different bus
in the first iSeries I/O tower or rack. This is a valid single path configuration.

To implement multipath, the first group of 24 logical volumes is also assigned to an iSeries FC
I/O adapter in the second iSeries I/O tower or rack through a host adapter in the lower right
I/O drawer in the DS8000. The second group of 24 logical volumes is also assigned to an FC
I/O adapter on a different bus in the second iSeries 1/0 tower or rack through a host adapter in
the upper right 1/0O drawer.
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------------------------- %%%%%% """""""""""""" Volumes 1-24
%%%%%% Volumes 25-48

| Host Adapter 1 | Host Adapter 2 |
10 Drawer 10 Drawer
|O Drawers and
Host Adapters
10 Drawer 10 Drawer
Host Adapter 3 | | Host Adapter 4

ISeries 10
Towers/Racks

Logical connection

.........................................................................

Figure 5-46 Example of multipath with the iSeries server

5.10 Protecting the external load source unit

With i5/0S V6R1 multipath is now also supported for the SAN load source unit for both #2847
IOP-based and #5749 or #5774 |I0P-less Fibre Channel adapters. Therewith the load source
unit data is not only data protected within the external storage unit, either by RAID-5 or
RAID-10, but also protected against I/O path failures. Implementation for i5/0S LUN
multipathing is achieved simply by configuring logical volumes from storage side to at least
two System i Fibre Channel I/O adapters as discussed in 5.9, “Changing from single path to
multipath” on page 214.

Note: For the remainder of this section, we focus on implementing load source mirroring
for an #2847 IOP-based SAN load source prior to i5/0S V6R1.

Prior to i5/0S V6R1, the #2847 PCI-X IOP for SAN load source did not support multipath for
the external load source unit. To provide path protection for the external load source unit prior
to V6R1 it has to be mirrored using i5/0S mirroring. Therefore, the two LUNs used for
mirroring the external load source across two #2847 |OP-based Fibre Channel adapters
(ideally in different 1/0 towers to provide highly redundant path protection) are created as
unprotected LUN models.
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To mirror the load source unit, unless you are using SLIC V5R4M5 or later (see 5.4, “Setting
up an external load source unit” on page 185) initially assign only one LUN to the I0A that is
tagged as the load source unit IOA. Other LUNSs, including the “mirror mate” for the load
source unit, should be assigned to another #2847 IOP-based IOA as shown in Figure 5-47.
The simplest way to do this is to create two volume groups on the DS8000 or DS6000. The
first volume group (shown on the left) contains only the load source unit and is assigned to the
#2847 tagged as the load source IOA. The second volume group (shown on the right)
contains the load source unit mirror mate plus the remaining LUNs, which eventually will have
multipaths. This volume group is assigned to the second #2847 IOP-based IOA.

iSeries

IO Tower 10 Tower
#2847 IOP #2847 IOP

Fibre Channel Fibre Channel
I0A I0A

Figure 5-47 Initial LUN allocation
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After you have loaded SLIC onto the load source unit, you can assign the remaining LUNSs to
the second #2847 IOP-based IOA to provide multipath as shown in Figure 5-48 by assigning
those LUNSs that will have multipaths to the volume group on the left.

iISeries

IO Tower |0 Tower

#2847 IOP = #2847 IOP
Fibre Channel Fibre Channel
(o). I0A

Figure 5-48 Final LUN allocation

If you have more LUNSs that require more IOPs and IOAs, you can assign these to volume
groups with already using a multipath configuration as shown in Figure 5-49. It is important to
ensure that your load source unit initially is the only volume assigned to the #2487 IOP-based
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IOA that is tagged in Hardware Management Console (HMC) as the load source I0A. Our
example including SAN switches shows a configuration with two redundant SAN switches to
avoid a single-point of failure.

iISeries

IO Tower IO Tower
BUS BUS BUS BUS

#2847 IOP #2844 IOP #2844 IOP #2847 IOP

Fibre Channel Fibre Channel Fibre Channel Fibre Channel
I0A I0A I0A I0A

Figure 5-49 Initial LUN allocation with additional multipath LUNs
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After SLIC is loaded on the load source unit, you can assign the multipath LUNs to the #2847
tagged as the load source unit by adding them to the volume group (on the left in
Figure 5-50), which initially only contained the load source unit.

ISeries

IO Tower IO Tower
BUS BUS BUS BUS

#2847 IOP | #2844 IOP #2844 I0P #2847 I0OP

Fibre Channel Fibre Channel Fibre Channel Fibre Channel
I0A I0A I0A I0A

Figure 5-50 Final LUN allocation with additional multipath LUNs
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5.10.1 Setting up load source mirroring

After you create the LUN to be set up as the remote load source unit pair, this LUN and any
other LUNs are identified by SLIC and displayed under non-configured units in DST and SST.
To set up load source mirroring on the System i5 platform, you must use DST:

1. From the DST menu (Figure 5-51), select 4. Work with disk units.

Use Dedicated Service Tools (DST)
System:  $101880D
Select one of the following:

Perform an IPL

Install the operating system

Work with Licensed Internal Code

Work with disk units

Work with DST environment

Select DST console mode

Start a service tool

Perform automatic installation of the operating system
Work with save storage and restore storage

Work with remote service support

QWO NOOTH WN =
e s+ e e e s e e e

—

Selection
4

F3=Exit  Fl2=Cancel

Figure 5-51 Using Dedicated Service Tools panel

2. From the Work with Disk Units menu (Figure 5-52), select 1. Work with disk
configuration.

Work with Disk Units
Select one of the following:

1. Work with disk configuration
2. Work with disk unit recovery

Selection
1

F3=Exit F12=Cancel

Figure 5-52 Working with Disk Units panel
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3. From the Work with Disk Configuration menu (Figure 5-53), select 4. Work with mirrored
protection.

Work with Disk Configuration
Select one of the following:
1. Display disk configuration
2. Work with ASP threshold
3. Work with ASP configuration
4. Work with mirrored protection
5. Work with device parity protection
6. Work with disk compression
Selection
4
F3=Exit F12=Cancel

Figure 5-53 Work with Disk Configuration panel

4. From the Work with mirrored protection menu (Figure 5-54), select 4. Enable remote load
source mirroring. This option does not perform the remote load source mirroring but tells
the system that you want to mirror the load source when mirroring is started.

Work with mirrored protection

Select one of the following:

1. Display disk configuration

2. Start mirrored protection

3. Stop mirrored protection

4. Enable remote load source mirroring

5. Disable remote load source mirroring
Selection

4
F3=Exit F12=Cancel

Figure 5-54 Setting up remote load source mirroring
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5. In the Enable Remote Load Source Mirroring confirmation panel (Figure 5-55), press
Enter to confirm that you want to enable remote load source mirroring.

Enable Remote Load Source Mirroring

Remote load source mirroring will allow you to place the two
units that make up a mirrored load source disk unit (unit 1) on
two different IOPs. This may allow for higher availability
if there is a failure on the multifunction IOP.

Note: When there is only one load source disk unit attached to
the multifunction IOP, the system will not be able to IPL if
that unit should fail.

This function will not start mirrored protection.

Press Enter to enable remote Toad source mirroring.

Figure 5-55 Enable Remote Load Source Mirroring panel

6. In the Work with mirrored protection panel, you see a message at the bottom of the panel,
indicating that remote load source mirroring is enabled (Figure 5-56). Select 2. Start
mirrored protection, for the load source unit.

Work with mirrored protection

Select one of the following:

Display disk configuration

Start mirrored protection

Stop mirrored protection

Enable remote Toad source mirroring
Disable remote Toad source mirroring

g B W N
e e o e e

Selection
2

F3=Exit F12=Cancel
Remote load source mirroring enabled successfully.

Figure 5-56 Confirmation that remote load source mirroring is enabled
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7. In the Work with mirrored protection menu, select 1. Display disk configuration, and
then select 1. Display disk configuration status.

Figure 5-57 shows the two unprotected LUNs (model A85) for the load source unit and its
mirror mate as disk serial number 30-1000000 and 30-1100000. You can also see that
there are four more protected LUNs (model A05) that are protected by multipath because
their resource names begin with DMP.

Display Disk Configuration Status

Serial Resource
ASP Unit  Number Type Model Name Status
1 Mirrored

1 30-1000000 1750 A85 DDOO1 Active
1 30-1100000 1750 A85 DD004 Active
2 30-1001000 1750 AO05 DMP002 DPY/Active
3 30-1002000 1750 AO05 DMP0O4 DPY/Active
5 30-1101000 1750 AO05 DMP0O06 DPY/Active
6 30-1102000 1750 AO05 DMP008 DPY/Active

Press Enter to continue.

F3=Exit F5-Refresh F9-Display disk unit details
F11=Disk configuration capacity Fl2=Cancel

Figure 5-57 Unprotected load source unit ready to start remote load source mirroring

8. When the remote load source mirroring task is finished, perform an IPL on the system to
start mirroring the data from the source unit to the target. This process is done during the
database recovery phase of the IPL.

5.11 Migration from mirrored to multipath load source

With the new i5/0S V6R1 release System i supports multipath to the load source LUN for
both 2847 IOP-based or IOP-less |IOAs.

Note: This migration procedure is a disruptive procedure because it involves stopping
mirrored protection and optionally changing the LUN protection mode for the load source
unit.

To migrate from a mirrored external load source unit to a multipath load source unit, follow
these steps:

1. Enter STRSST to start System Service Tools from the i5/0S command line.
2. Select 3. Work with disk units.

3. Select 2. Work with disk configuration.

4. Select 1. Display disk configuration.
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5. Select 1. Display disk configuration status to look at your currently mirrored external
load source LUNSs. Take note of the two serial numbers for your mirrored load source unit 1
(105E951 and 1060951 in our example) because you will need these numbers later for
changing the DS storage system configuration to a multipath setup.

6. Press F12 to exit from the Display Disk Configuration Status screen, as shown in

Figure 5-58.
Display Disk Configuration Status
Serial Resource
ASP Unit Number Type Model Name Status
1 Mirrored
2 50-1061951 2107 A05 DMP003 RAID 5/Active
3 50-105F951 2107 AQ05 DMP001 RAID 5/Active

Figure 5-58 Displaying mirrored disks

7. Select 6. Disable remote load source mirroring to turn off the remote load source
mirroring function as shown in Figure 5-59.

Note: Turning off the remote load mirroring function does not stop the mirrored
protection. However, disabling this function is required to actually allow stop mirroring in
a later step.

Work with Disk Configuration
Select one of the following:
1. Display disk configuration
2. Add units to ASPs
3. Work with ASP threshold
4. Add units to ASPs and balance data
5. Enable remote load source mirroring
6. Disable remote load source mirroring
7. Start compression on non-configured units
8. Work with device parity protection
9. Start hot spare
10. Stop hot spare
Selection
6
F3=Exit Fl2=Cancel

Figure 5-59 Disable remote load source mirroring
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8. Press Enter to confirm your action in the Disable Remote Load Source Mirroring panel, as

shown in Figure 5-60.

Disable Remote Load Source Mirroring
Remote load source mirroring is currently enabled. You
selected to turn this function off. This may require that both
units that make up your mirrored load source disk unit (unit 1)
be attached to the same IOP.

This function will not stop mirrored protection.

Press Enter to disable remote load source mirroring.

F3=Exit Fl2=Cancel

Figure 5-60 Disable Remote Load Source Mirroring confirmation screen

9. A completion message displays, as shown in Figure 5-61.

Work with Disk Configuration

Select one of the following:

1. Display disk configuration
2. Add units to ASPs
3. Work with ASP threshold
4. Add units to ASPs and balance data
5. Enable remote load source mirroring
6. Disable remote load source mirroring
7. Start compression on non-configured units
8. Work with device parity protection
9. Start hot spare
10. Stop hot spare

Selection

F3=Exit Fl2=Cancel

Remote load source mirroring disabled successfully.

Figure 5-61 Message after disabling the remote load source mirroring

10.To stop mirror protection, set your system to B-type manual mode IPL, and re-IPL the

system. When you get to the Dedicated Service Tools (DST) panel, continue with these

steps.
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11. Select 4. Work with disk units as shown in Figure 5-62.

Use Dedicated Service Tools (DST)

System:
Select one of the following:

Perform an IPL

Install the operating system

Work with Licensed Internal Code

Work with disk units

Work with DST environment

Select DST console mode

Start a service tool

Perform automatic installation of the operating system
Work with save storage and restore storage

Work with remote service support

O W o ~Jo U dwN

—

12. Work with system capacity
13. Work with system security
14. End batch restricted state

Selection
4

F3=Exit Fl2=Cancel

RCHLTTN1

Figure 5-62 Work with disk units

12.Select 1. Work with disk configuration as shown Figure 5-63.

Work with Disk Units
Select one of the following:

1. Work with disk configuration
2. Work with disk unit recovery

Selection
1

F3=Exit Fl2=Cancel

Figure 5-63 Work with disk units
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13.Select 4. Work with mirrored protection as shown in Figure 5-64.

Work with Disk Configuration

Select one of the following:

1. Display disk configuration

2. Work with ASP threshold

3. Work with ASP configuration

4. Work with mirrored protection

5. Work with device parity protection

6. Work with disk compression

7. Work with hot spare protection
Selection

4
F3=Exit Fl2=Cancel

Figure 5-64 Work with mirrored protection

14.Select 3. Stop mirrored protection as shown in Figure 5-65.

Work with Mirrored Protection

Select one of the following:

1. Display disk configuration
2. Start mirrored protection
3. Stop mirrored protection
4. Enable remote load source mirroring
5. Disable remote load source mirroring
6. Select delay for unit synchronization
Selection
3
F3=Exit Fl2=Cancel

Figure 5-65 Stop mirrored protection
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15.Enter 1 to select ASP 1, as shown in Figure 5-66.

Select ASP to Stop Mirrored Protection
Select the ASPs to stop mirrored protection on.

Type options, press Enter.
l1=Select

Option ASP Protection
1 1 Mirrored

F3=Exit Fl2=Cancel

Figure 5-66 Selecting ASP to stop mirror

16.0n the Confirm Stop Mirrored Protection panel, confirm that ASP 1 is selected, as shown
in Figure 5-67, and then press Enter to proceed.

Confirm Stop Mirrored Protection

Press Enter to confirm your choice to stop mirrored
protection. During this process the system will be IPLed.
You will return to the DST main menu after the IPL is
complete. The system will have the displayed protection.

Press F12 to return to change your choice.

Serial Resource
ASP Unit Number Type Model Name Protection
1 Unprotected
1 50-105E951 2107 A85 DDO0OO01 Unprotected
2 50-1061951 2107 AO5 DMP003 RAID 5
3 50-105F951 2107 AO05 DMP0OO1 RAID 5

Figure 5-67 Confirm to stop mirrored protection

17.When the stop for mirrored protection completes, a confirmation panel displays as shown
in Figure 5-68.

Disk Configuration Information Report

The following are informational messages about disk
configuration changes started in the previous IPL.

Information

Stop mirroring completed successfully

Press Enter to continue

Figure 5-68 Successful message to stop mirroring
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18.The previously mirrored load source is now a non-configured disk unit, as highlighted in
Figure 5-69.

Display Non-Configured Units

Serial Resource
Number Type Model Name Capacity Status
50-1060951 2107 A85 DD002 35165 Non-configured

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details
Fll=Display device parity status Fl2=Cancel

Figure 5-69 Non-configured disk

19.Now, you can exit from the DST panels to continue the manual mode IPL. At the Add All
Disk Units to the System panel, select 1. Perform any disk configuration at SST as
shown in Figure 5-70.

Add All Disk Units to the System
System: RCHLTTN1

Non-configured device parity capable disk units are attached
to the system. Disk units can not be added automatically.
It is more efficient to device parity protect these
units before adding them to the system.
These disk units may be parity enabled and added at SST.
Configured disk units must have parity enabled at DST.

Select one of the following:

1. Perform any disk configuration at SST
2. Perform disk configuration using DST

Selection
1

Figure 5-70 Message to add disks
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20.You have stopped mirrored protection for the load source unit and re-IPLed the system
successfully. Now, use the DS CLI to identify the volume groups that contain the two LUNs
of your previously mirrored load source unit by entering the showfbvol volumeID command
for the previously mirrored load source unit (for volumelD use the four digits from the disk
unit serial number noted down in step 5) as shown in Figure 5-71.

dscli> showfbvol 1060
Date/Time: 9. November 2007 02:33:02 CET IBM DSCLI Version: 5.3.0.991 DS: IBM.2107-
7589951

Name TN1lmm

ID 1060
accstate Online
datastate Normal
configstate Normal
deviceMTM 2107-A05
datatype FB 520P
addrgrp 1
extpool P4

exts 33
captype iSeries
cap (2730B) 32.8

cap (1079B) 35.2

cap (blocks) 68681728
volgrp v22
ranks 1

dbexts -

sam Standard
repcapalloc -

eam legacy

reqcap (blocks) 68681728

Figure 5-71 DS CLI: The showfbvol command

21.Enter showvolgrp volumegroup ID for the two volume groups that contain the previously
mirrored load source unit LUNs, as shown in Figure 5-72 and Figure 5-73.

dscli> showvolgrp v13

Date/Time: November 7, 2007 3:31:51 AM IST IBM DSCLI Version: 5.3.0.991 DS:
IBM.2107-7589951

Name RedBookTN1LS_ VG

ID v1i3

Type 0S400 Mask

Vols 105E 105F 1061

Figure 5-72 DS CLI: The showvolgroup command

dscli> showvolgrp v22

Date/Time: November 7, 2007 3:31:54 AM IST IBM DSCLI Version: 5.3.0.991 DS:
IBM.2107-7589951

Name RedBookTN1MM VG

ID V22

Type 0S400 Mask

Vols 105F - 1061

Figure 5-73 DS CLI: The showvolgroup command
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22.To start using multipath for a/l volumes, including the load-source attached to the 10As,
add the previous load source mirror volume that has become the non-configured unit into
the volume group of the load source IOA, as shown in Figure 5-74. At this point in the
process, you have established two paths to the non-configured previous load source
mirror LUN.

dscli> chvolgrp -action add -volume 1060 V13

Date/Time: November 7, 2007 3:36:34 AM IST IBM DSCLI Version: 5.3.0.991 DS:
IBM.2107-7589951

CMUC00031I chvolgrp: Volume group V13 successfully modified.

Figure 5-74 Adding a volume into a volume group

23.To finish the multipath setup, make sure that the current load source unit LUN (LUN 105E
in our example) is also assigned to both System i IOAs. You assign the load source unit
LUN to the second I0A by assigning the volume group (V13 in our example) that now
contains both previously mirrored load source unit LUNs to both IOAs. To obtain the I0As
host connection ID on the DS storage system for changing the volume group assignment,
enter the 1shostconnect command as shown in Figure 5-75. Note the ID for the lines that
show the two load source IOA volume groups determined previously.

dscli> lshostconnect
Date/Time: November 7, 2007 3:30:36 AM IST IBM DSCLI Version: 5.3.0.991 DS: IBM.2107-7589951

Name ID WWPN HostType Profile portgrp volgrpID ESSIOpo
RedBookTN1LS 0010 10000000C94C45CE iSeries IBM iSeries - 0S/400 0 vi3 all
RedBookTN1MM 001B 10000000C9509E12 iSeries 1IBM iSeries - 0S/400 0 v22 all

Figure 5-75 DS SLI: The Ishostconnect command

24.Change the volume group assignment of the IOA host connection that does not yet have
access to the current load source. (In our example, volume group V22 does not contain
the current load source unit LUN, so we have to assign volume group V13 that contains
both previous load source units to host connection 001B.) Use the chhostconnect -volgrp
volumegroupID hostconnecID command as shown in Figure 5-76.

dscli> chhostconnect -volgrp V13 001B

Date/Time: November 7, 2007 3:40:25 AM IST IBM DSCLI Version: 5.3.0.991 DS: IBM.2107-7589951
CMUC00013I chhostconnect: Host connection 001B successfully modified.

dscli> lshostconnect

Date/Time: November 7, 2007 3:40:33 AM IST IBM DSCLI Version: 5.3.0.991 DS: IBM.2107-7589951

Name D WWPN HostType Profile portgrp volgrpID ESSIOport
RedBookTN1LS 0010 10000000C94C45CE iSeries IBM iSeries - 0S/400 0 Vi3 all
RedBookTN1MM 001B 10000000C9509E12 iSeries IBM iSeries - 0S/400 0 Vi3 all

Figure 5-76 DS CLI: Change the host connection volume group assignment
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Now, we describe how to change two previously mirrored unprotected disk units to protected
ones.

Important: It is not supported to change the LUN protection status of a LUN that is being
configured, that is a LUN that is part of an ASP configuration. To convert the unprotected
load source disk unit to a protected model follow, steps 12 to 18 in the process that follows.

Follow these steps:

1. Display the unprotected disk units by selecting Display disk configuration status and
Display non-configured disks on System i SST or DST as shown in Figure 5-77.

Display Disk Configuration Status

Serial Resource
ASP Unit Number Type Model Name Status
1 Unprotected
Configured
2 50-1061951 2107 AO05 DMP003 RAID 5/Active
3 50-105F951 2107 AO05 DMP001 RAID 5/Active
Press Enter to continue.
F3=Exit F5=Refresh F9=Display disk unit details

Fll=Disk configuration capacity Fl2=Cancel

Display Non-Configured Units

Serial Resource
Number Type Model Name Capacity Status
65
Press Enter to continue.
F3=Exit F5=Refresh F9=Display disk unit details
Fll=Display device parity status Fl2=Cancel

Figure 5-77 Displaying unprotected disks

2. On the storage system, use the DS CLI 1sfbvol command output to display the
unprotected, previously mirrored load source LUNs with a datatype of 520U that refer to
unprotected volumes, as shown in Figure 5-78.

dscli> lsfbvol
Date/Time: November 7, 2007 3:25:51 AM IST IBM DSCLI Version: 5.3.0.991 DS: IBM.2107-7589951
Name D accstate datastate configstate deviceMTM datatype extpool cap (2730B) cap (1079B) cap (blocks

TNILS U 20SE onli

TN1Voll 105F Online Normal Normal 2107-A05 FB 520P PO 32.8 35.2 686817
TN

TN1Vol2 1061 Online Normal Normal 2107-A05 FB 520P P4 32.8 35.2 686817

Figure 5-78 Listing unprotected disks
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3. Change only the unconfigured previous load source volume from unprotected to protected

using the chfbvol -0s400 protected volumelD command as shown in Figure 5-79.

dscli> chfbvol -0s400 protected 1060
Date/Time: November 7, 2007 4:04:41 AM IST IBM DSCLI Version: 5.3.0.991 DS: IBM.2107-7589951
CMUC00026I chfbvol: FB volume 1060 successfully modified.

TN1lls 105E Online Normal Normal 2107-A85 FB 520U PO 32.8 35.2
TN1Voll 105F Online Normal Normal 2107-A05 FB 520P PO 32.8 35.2
TN1mm 1060 Online Normal Normal 2107-A05 FB 520P P4 32.8 35.2
TN1Vol2 1061 Online Normal Normal 2107-A05 FB 520P P4 32.8 35.2

6868174
6868172
6868174
6868174

Figure 5-79 Changing volume protection

4. Perform an IOP reset for the I0A that is attached to the unconfigured previous load source
volume on which you changed the protection mode on the storage system in the previous

step.

Note: Note this IOP reset is required for System i to rediscover its devices for
recognizing the changed LUN protection mode.

To reset the IOP from SST/DST select the following options:

1. Start a service tool

7. Hardware service manager
2. Logical hardware resources
1. System bus resources

Then, select the correct 2847 IOP (the one that is not the load source IOP), and choose

6. I/0O debug, as shown in Figure 5-80.

Logical Hardware Resources on System Bus

System bus(es) to work with . . . . . . *ALL *ALL, *SPD, *PCI, 1-9999
Subset by . . . . . . . . o o oo *ALL *ALL, *STG, *WS, *CMN, *CRP

Type options, press Enter.

2=Change detail 4=Remove 5=Display detail 6=I/0 debug
7=Display system information
8=Associated packaging resource (s) 9=Resources associated with IOP
Resource
Opt Description Type-Model Status Name
Bus Expansion Adapter 28E7- Operational BCC10
System Bus 28B7- Operational LBO9
Multi-adapter Bridge 28B7- Operational PCI11D
6 Combined Function IOP 2847-001 Operational CMBO3
HSL I/0 Bridge 28E7- Operational BCO5
Bus Expansion Adapter 28E7- Operational BCCO05
System Bus 28B7- Operational LB04
More. ..
F3=Exit F5=Refresh F6=Print F8=Include non-reporting resources
F9=Failed resources F10=Non-reporting resources
Fll=Display serial/part numbers Fl2=Cancel

Figure 5-80 Selecting IOP for reset
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5. Select 3. Reset I/0 processor to reset the IOP as shown in Figure 5-81.

Select IOP Debug Function

Resource name . . . . . . . . : CMBO3
Dump type . . . . . . . . . . : Normal

Select one of the following:

1. Read/Write I/O processor data
2. Dump I/O processor data

4. IPL I/O processor
5. Enable I/0 processor trace
6. Disable I/0O processor trace

Selection
3
F3=Exit Fl2=Cancel
F8=Disable I/O processor reset F9=Disable I/O processor IPL

Figure 5-81 Reset IOP option

6. Press Enter to confirm the IOP reset, as shown in Figure 5-82.

Confirm Reset Of TOP
You have requested that an I/0O processor be reset.

Note: This will disturb active jobs running on
this IOP or on the devices attached to this IOP.

your actions.

Press F12 to cancel this request.

F3=Exit Fl2=Cancel

Figure 5-82 Confirming IOP reset
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After a the IOP is reset successfully, a confirmation message displays, as shown in
Figure 5-83.

Select IOP Debug Function

Resource name . . . . . . . . : CMBO3
Dump type . . . . . . . . . . : Normal

Select one of the following:

Read/Write I/O processor data
Dump I/O processor data
Reset I/O processor

IPL I/O processor

Enable I/O processor trace
Disable I/O processor trace

ook WNR

Selection

F3=Exit Fl2=Cancel
F8=Disable I/O processor reset F9=Disable I/O processor IPL
Reset of IOP was successful.

Figure 5-83 IOP reset confirmation message

7. Now, select 4. IPL I/O processor in the Select IOP Debug Function menu to IPL the I/O
as shown in Figure 5-84. Press Enter to confirm your selection.

Select IOP Debug Function

Resource name . . . . . . . . : CMBO3
Dump type . . . . . . . . . . : Normal
Select one of the following:

1. Read/Write I/O processor data

2. Dump I/O processor data

3. Reset I/O processor

4. IPL I/O processor

5. Enable I/0 processor trace

6. Disable I/0O processor trace
Selection

4
F3=Exit Fl2=Cancel
F8=Disable I/O processor reset F9=Disable I/O processor IPL

Figure 5-84 IPL I/O
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After a successful IPL, a confirmation message displays, as shown in Figure 5-85.

Select IOP Debug Function

Resource name . . . . . . . . : CMBO3
Dump type . . . . . . . . . . : Normal

Select one of the following:

Read/Write I/O processor data
Dump I/O processor data
Reset I/O processor

IPL I/O processor

Enable I/O processor trace
Disable I/O processor trace

ook WNR

Selection

F3=Exit Fl2=Cancel
F8=Disable I/O processor reset F9=Disable I/O processor IPL
Re-IPL of IOP was successful.

Figure 5-85 1/O IPL confirmation message

8. Next, check the changed protection status for the unconfigured previous load source LUN
in the SST Display non-configured units menu as shown in Figure 5-86.

Display Non-Configured Units

Serial Resource
Number Type Model Name Capacity Status
50-1060951 2107  E0gibMe006 35165 Non-configured

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details
Fll=Display device parity status Fl2=Cancel

Figure 5-86 SST - Display Non-Configured Units

Now, we explain the remaining steps to change the unprotected load source unit to a
protected load source. To look at the current unprotected load source unit, we choose the
DST menu function Display disk configuration status as shown in Figure 5-87.

Display Disk Configuration Status

Serial Resource
ASP Unit Number Type Model Name Status
1 Unprotected
1 50-105E951 2107 ESSIIDMPO07 Configured
2 50-1061951 2107 AO05 DMP003 RAID 5/Active
3 50-105F951 2107 AO05 DMP0OO1 RAID 5/Active

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details
Fl1l=Disk configuration capacity Fl2=Cancel

Figure 5-87 Display Disk Configuration Status
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9. Select 4. Work with disk units in the DST main menu, as shown in Figure 5-88.

Use Dedicated Service Tools (DST)
System: RCHLTTN1
Select one of the following:

Perform an IPL

Install the operating system

Work with Licensed Internal Code

Work with disk units

Work with DST environment

Select DST console mode

Start a service tool

Perform automatic installation of the operating system
Work with save storage and restore storage

Work with remote service support

CwVwooONOUEBWNR

12. Work with system capacity
13. Work with system security
14. End batch restricted state

Selection
4

F3=Exit Fl2=Cancel
Figure 5-88 DST: Main menu

10.Select 2. Work with disk unit recovery as shown in Figure 5-89.

Work with Disk Units
Select one of the following:

1. Work with disk configuration
2. Work with disk unit recovery

Selection
2

F3=Exit Fl2=Cancel
Figure 5-89 Work with Disk Units
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11.Select 9. Copy disk unit data as shown in Figure 5-90.

Work with Disk Unit Recovery
Select one of the following:

Save disk unit data

Restore disk unit data
Replace configured unit
Assign missing unit

Recover configuration

Disk unit problem recovery procedures
Suspend mirrored protection
Resume mirrored protection
Copy disk unit data

10. Delete disk unit data

11. Upgrade load source utility
12. Rebuild disk unit data

13. Reclaim IOA cache storage

©WoJdoubdwWNPR

More. ..

Selection
9

F3=Exit Fll=Display disk configuration status Fl2=Cancel

Figure 5-90 DST: Copy disk unit data

12.Select the current unprotected load source unit 1 as the disk unit from which to copy, as
shown in Figure 5-91.

Select Copy from Disk Unit
Type option, press Enter.
1=Select
Serial Resource
OPT Unit ASP Number Type Model Name Status
1 1 1 50-105E951 2107 A85 DMP007 Configured
2 1 50-1061951 2107 AO05 DMP003 RAID 5/Active
3 1 50-105F951 2107 AO05 DMP0O01 RAID 5/Active
F3=Exit F5=Refresh Fll=Display non-configured units Fl2=Cancel

Figure 5-91 DST: Copy from Disk Unit
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13.Select the unconfigured previous load source mirror as the copy-to-disk-unit, as shown in

Figure 5-92.

Select Copy to Disk Unit Data

Disk being copied:

Serial Resource
Unit ASP Number Type Model Name Status
1 1 50-105E951 2107 A85 DMP007 Configured
l1=Select
Serial Resource
Option Number Type Model Name Status

F3=Exit Fll=Display disk configuration status Fl2=Cancel

Figure 5-92 DST: Select Copy to Disk Unit Data

14.Press Enter to confirm the choice, as shown in Figure 5-93.

Confirm Copy Disk Unit Data

Press Enter to confirm your choice for copy.
Press F12 to return to change your choice.

Disk being copied:

Serial Resource
Unit ASP Number Type Model Name Status

1 150-105E¢51 2107 A85 DMPOO7  Configured

Disk that is copied to:

Serial Resource
Number Type Model Name Status

50-1060951

Fl2=Cancel

Figure 5-93 Confirm Copy Disk Unit Data

During the copy process, the system displays the Copy Disk Unit Data Status panel, as

shown in Figure 5-94.

Copy Disk Unit Data Status

The operation to copy a disk unit will be done in several phases.
The phases are listed here and the status will be indicated when
known.

Phase Status

Stop compression (if needed) . . . . . . : Completed
Prepare disk unit . . . . . . . . . . Completed
Start compression (if needed) . . . . . : Completed

Number of unreadable pages:

Figure 5-94 Copy status
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15.After the copy process completes successfully, the system IPLs automatically. During the
IPL, a message displays, as shown in Figure 5-95, because the system found an
unconfigured unit as the previous load source IPL. You can continue by selecting 1. Keep
the current disk configuration, as shown in Figure 5-95.

Add All Disk Units to the System
System: RCHLTTN1

Select one of the following:

Keep the current disk configuration

Perform disk configuration using DST

Add all disk units to the system auxiliary storage pool
Add all disk units to the system ASP and balance data

=W N

Selection
1

Figure 5-95 Add All Disk Units to the System

16.Next, look at the protected load source unit using the Display Disk Configuration Status
menu, as shown in Figure 5-96.

Display Disk Configuration Status

Serial Resource
ASP Unit Number Type Model Name Status
1 Unprotected
1 50-1060951 2107 K05 NDMP006 RAID 5/Active
2 50-1061951 2107 AO05 DMP003 RAID 5/Active
3 50-105F951 2107 AO05 DMPOO1 RAID 5/Active

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details
Fll=Disk configuration capacity Fl2=Cancel

Figure 5-96 Display Disk Configuration Status

17.Then, look at the previous load source unit with its unprotected status using the Display
Non-Configured Units menu as shown in Figure 5-97.

Display Non-Configured Units

Serial Resource
Number Type Model Name Capacity Status
50-105E951 2107 E8SIPMP007 35165 Non-configured

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details
Fll=Display device parity status Fl2=Cancel

Figure 5-97 Display Non-Configured Units
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18.1f you want to change this non-configured unit that was the previous load source from
which you migrated the data to a protected unit, then use the DS CLI chfbvol command
and an IOP reset or re-IPL as described in steps 1 to 4.

5.12 Migration considerations from IOP-based to IOP-less Fibre
Channel

The migration from IOP-based to IOP-less Fibre Channel applies only to customers who
continued using older #2787 or #5760 IOP-based Fibre Channel IOAs on a new System i
POWERG server (note that #2766 is not supported on System i POWERG6) and now want to
remove the old IOP-based technology to take advantage from the new IOP-less Fibre
Channel performance and its higher integration.

Note: Carefully plan and size your IOP-less Fibre Channel adapter card placement in your
System i server and its attachment to your storage system to avoid potential I/O loop or FC
port performance bottlenecks with the increased IOP-less I/O performance. Refer to
Chapter 3, “i5/0OS planning for external storage” on page 51 and Chapter 4, “Sizing
external storage for i5/0S” on page 89 for further information.

Important: Do nof try to workaround the migration procedures that we discuss in this
section by concurrently replacing the IOP/IOA pair for one mirror side or one path after the
other. Concurrent hardware replacement is supported only for like-to-like replacement
using the same feature codes.

Because the migration procedures are pretty much straightforward, we only outline the
required steps for different configurations.

5.12.1 I0P-less migration in a multipath configuration

When using IOP-based i5/0S multipathing, you can perform the migration to IOP-less Fibre
Channel concurrently without shutting down the system as follows:

1. Add an IOP-less IOA into another I/O slot.
2. Move the FC cable from the old IOP-based FC IOA to the new IOP-less IOA.
3. Change the host connection on the DS storage system to reflect the new WWPN.

Internally for each multipath group, this process creates a new multipath connection. Some
time later, you need to remove the obsolete connection using the multipath reset function (see
5.13, “Resetting a lost multipath configuration” on page 242).

5.12.2 I0OP-less migration in a mirroring configuration

When using IOP-based i5/0S mirroring for external storage, you can migrate to IOP-less
Fibre Channel as follows:

1. Turn off the System i server.
2. Replace the Fibre Channel IOP/IOA cards with IOP-less cards.
3. Change the host connections on the DS storage system to reflect the new WWPNs.
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5.12.3 IOP-less migration in a configuration without path redundancy
If you do not use multipath or mirroring, you need to follow these steps to migrate to IOP-less
Fibre Channel:

1. Turn off the System i server.
2. Replace the Fibre Channel IOP/IOA cards with IOP-less cards.
3. Change the host connections on the DS storage system to reflect the new WWPNs.

5.13 Resetting a lost multipath configuration

If after changing your System i storage attachment configuration, any unknown paths are
reported, which can happen typically when you have reduced the number of Fibre Channel
paths to the System i host, follow the procedure that we describe in this section. A reset of the
multipath configuration on the System i server frees up orphan path resource information
after a multipath configuration change.

Note: An IPL might be required so that the System i recognizes the missing paths.

5.13.1 Resetting the lost multipath configuration for V6R1

To reset the lost multipath configuration for V6R1:

1. Log in to i5/0OS System Service Tools using the STRSST command.
Select 1. Start a service tool.

Select 7. Hardware service manager.

Select 1. Packaging hardware resources.

o~ DN

Select 9 for Disk Unit System as shown in Figure 5-98.

Packaging Hardware Resources

Local system type . . . . : 9406
Local system serial number: XX-XXXXX

Type options, press Enter.

2=Change detail 3=Concurrent maintenance 4=Remove 5=Display detail
8=Associated logical resource(s) 9=Hardware contained within package
Type- Resource

Opt Description Model Unit ID Name
Optical Storage Unit = 6333-002 U787B.001.DNW5A3B SD0O01

Tape Unit 6380-001 SD003

9 Disk Unit System + DEO1

Figure 5-98 Packaging Hardware Resources
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6. Select 7=Paths to multiple path disk on the disks that you want to reset as shown in
Figure 5-99.

Disk Units Contained Within Package
Resource name: DEO1

Type options, press Enter.

2=Change detail 4=Remove 5=Display detail 7=Paths to multiple path
disk

8=Associated logical resource(s)

Type- Serial Resource Multiple

Opt Model Number Name Status Path Disk
2107-A82 50-10000B2 DMPO025 Unknown Yes

7 2107-A82 50-10000B2 DMP024 Operational Yes

_ 2107-A82 50-10010B2 DMPO027 Unknown Yes

_ 2107-A82 50-10010B2 DMPO026 Unknown Yes

_2107-A82 50-10010B2 DMP023 Unknown Yes

~ 2107-A82 50-10010B2 DMPO022 Operational Yes

_ 2107-A82 50-10020B2 DMPO11 Unknown Yes

~ 2107-A82 50-10020B2 DMPO021 Operational Yes

F3=Exit F5=Refresh F6=Print Fl2=Cancel Fl4=Reset paths

Figure 5-99 Disk Units Contained Within Package

7. When prompted for confirmation, press F10, as shown in Figure 5-100.

Reset Paths to Mulitple Path Disk Unit

WARNING: This service function should be run only under the direction of
the IBM Hardware Service.

You have selected to reset the number of paths on a multipath unit to
equal

the number of paths currently enlisted.

Press F10 to reset the paths to the following multipath disk units.

See help for more details

Type- Serial Resource

Model Number Name Logical Address

2107-A82 50-10000B2 DMP024 2/ 34/0/ 32-2/ 6/ 0/ 3/ 1/ /
2107-A82 50-10000B2 DMP025 2/ 34/0/ 32-2/ 4/ 0o/ 3/ 1/ /
F3=Exit F10=Confirm Fl2=Cancel

Figure 5-100 Reset Paths to Multiple Path Disk Unit
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8. When the operation is complete, a confirmation panel displays, as shown in Figure 5-101.

Reset Paths to Mulitple Path Disk Unit

WARNING: This service function should be run only under the direction o
the IBM Hardware Service.

You have selected to reset the number of paths on a multipath unit to
equal
the number of paths currently enlisted.

Press F10 to reset the paths to the following multipath disk units.

See help for more details

Type- Serial Resource

Model Number Name Logical Address

2107-A82 50-10000B2 DMP024 2/ 34/0/ 32-2/ 6/ 0/ 3/ 1/
2107-A82 50-10000B2 DMP025 2/ 34/0/ 32-2/ 4/ 0o/ 3/ 1/
F3=Exit F10=Confirm Fl2=Cancel

oval of the selected resources was successful.

Figure 5-101 SST: Multipath reset confirmation panel

Note: The DMPxxx resource name is nof reset to DDxxx when multipathing is stopped.
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5.13.2 Resetting a lost multipath configuration for versions prior to V6R1

To reset a lost multipath configuration for versions prior to V6R1:

1. Start i5/08S to DST or, if i5/0S is running, access SST and sign in. Select 1. Start a
Service Tool.

2. In the Start a Service Tool panel, select 1. Display/Alter/Dump, as shown in
Figure 5-102.

Start a Service Tool
System:  RCHLTTN3
Attention: Incorrect use of this service tool can cause damage
to data in this system. Contact your service representative
for assistance.

Select one of the following:

Display/Alter/Dump

. Licensed Internal Code log
Trace Licensed Internal code
Hardware service manager
Main storage dump manager
Product activity log
Operator panel functions
Performance data collector

O NOYOL B W

Selection
1
F3=Exit F12=Cancel

Figure 5-102 Starting a Service Tool panel
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3. In the Display/Alter/Dump Output Device panel, select 1. Display/Alter/Dump, as shown
in Figure 5-103.

Attention: Use extreme caution when using the Display/Alter/Dump Output panel
because you can end up damaging your system configuration. Ideally, when performing
these tasks for the first time, do so after referring to IBM Support.

Display/Alter/Dump Output Device
Select one of the following:

1. Display/Alter storage
2. Dump to printer

4. Dump to media

6. Print dump from media
7. Display dump status
Selection
1
F3=Exit  Fl2=Cancel

Figure 5-103 Display/Alter/Dump Device Output panel

4. In the Select Data panel, select 2. Licensed Internal Code (LIC) data, as shown in
Figure 5-104.

Select Data
Qutput device . . . . . . : Display
Select one of the following:

Machine Interface (MI) object
. Licensed Internal Code (LIC) data
. LIC module
Tasks/Processes
5. Starting address
Selection
2
F3=Exit  F12=Cancel

B w D

Figure 5-104 Selecting data for Display/Alter/Dump
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5. Inthe Select LIC Data panel, scroll down the page, and select 14. Advanced analysis (as
shown in Figure 5-105), and press Enter.

Select LIC Data
Qutput device . . . .. .+ Display
Select one of the following:

11. Main storage usage trace

12. Transport manager traces

13. Storage management functional trace
14. Advanced analysis

15. Journal 1list

16. Journal work segment

17. Database work segment

18. Vnode data

19. Allow fix apply on altered LIC

Bottom
Selection
14

F3=Exit F12=Cancel

Figure 5-105 Selecting Advanced analysis
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6. In the Select Advanced Analysis Command panel, scroll down the page and select 1 to
run the MULTIPATHRESETTER macro, as shown in Figure 5-106.

Select Advanced Analysis Command
Qutput device . . . . . . : Display

Type options, press Enter.
1=Select

Option Command

JAVALOCKINFO
LICLOG
LLHISTORYLOG
LOCKINFO
MASOCONTROLINFO
MASOWAITERINFO
MESSAGEQUEUE
MODINFO
MPLINFO

1 MULTIPATHRESETTER
MUTEXDEADLOCKINFO
MUTEXINFO

More...

F3=Exit F12=Cancel

Figure 5-106 Select Advanced Analysis Command panel

7. The multipath resetter macro has various options, which are displayed in the Specify
Advanced Analysis Options panel (Figure 5-107). For Options, enter -RESTMP -ALL.

Specify Advanced Analysis Options
Qutput device . . . . . . : Display
Type options, press Enter.
Command . . . . :  MULTIPATHRESETTER

Options . . . . . -RESETMP -ALL

F3=Exit  F4=Prompt F12=Cancel

Figure 5-107 Multipath reset options
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The Display Formatted Data panel displays as confirmation (Figure 5-108).

Display Formatted Data
Page/Line. . . 1/ 1
Columns. . . : 1 -78

Find . . . . . ... ...

A ST [T USRI DU DUP. ST PN AP, DU PP o BRI & 7.0,
DISPLAY/ALTER/DUMP

Running macro: MULTIPATHRESETTER -RESETMP -ALL

Reset the paths for Multiple Connections
***RESET MULTIPATH UNIT PATHS TO NUMBER CURRENTLY ENLISTED***

This service function should be run only under the direction of the
IBM Hardware Service Support. You have selected to reset the

number of paths on a multipath unit to equal the number of paths
that have currently enlisted.

To force the error, do the following:
1. Press Enter now to return to the previous display.
2. Change the '-RESETMP keyword on the Options line to
'-CONFIRM' and press Enter

More...
F2=Find  F3=Exit F4=Top F5=Bottom F10=Right F12=Cancel

Figure 5-108 Multipath reset confirmation

8. Press Enter to return to the Specify Advanced Analysis Options panel (Figure 5-109). For
Options, enter -CONFIRM -ALL.

Specify Advanced Analysis Options
Qutput device . . . .. - Display
Type options, press Enter.
Command . . . . :  MULTIPATHRESETTER

Options . . . . . -CONFIRM -ALL
F3=Exit  F4=Prompt Fl2=Cancel

Figure 5-109 Confirming the multipath reset
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9. In the Display Formatted Data panel (Figure 5-110), press F3 to return to the Specify
Advanced Analysis Options panel (Figure 5-107 on page 248).

Display Formatted Data
Page/Line. . . 1/ 1
Columns. . . : 1 -78

Find . . . . . ... ...

R ST IV USRI U DUP SUPIPY. JAE SAIPI. DU PP . BRI & 7....%t...
DISPLAY/ALTER/DUMP

Running macro: MULTIPATHRESETTER -CONFIRM -ALL

Reset the paths for Multiple Connections

AKKKKKRKRKAKRKAKRKRAKRKAKRKRAXRKRAKRKRRRKRARKRARRARR XK kkkhhhhkhkkhkhkkhhrkhkhkhkhkkhkhkdx*x%x

***CONFIRM RESET MULTIPATH UNIT PATHS TO NUMBER CURRENTLY ENLISTED***

KKKKKKKAKRKAKRKIAKRKAXRKRARKRAXRKRA AR Xk hkkhkhhhkhhhhkhkhhhhkhkkhkhkkhkhkkhkhhkhkhxkhkhkk*xx

This service function should be run only under the direction of the
IBM Hardware Service Support.

You have selected to reset the number of paths on a multipath unit
to equal the number of paths that have currently enlisted.

Attempting to reset path for resource name: DMP0O3

F2=Find  F3=Exit F4=Top F5=Bottom F10=Right F12=Cancel

More...

Figure 5-110 Multipath reset results

10.In the Specify Advanced Analysis Options panel (Figure 5-109 on page 249), repeat the

confirmation process to ensure that the path reset is performed. Retain the setting for the
Option parameter as -CONFIRM -ALL, and press Enter again.
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11.The Display Formatted Data panel shows the results (Figure 5-111). In our example, it
indicates that no disk unit paths have to be reset.

Display Formatted Data
Page/Line. . . 1/ 1
Columns. . . : 1 -78

Find . . . . . ... ...

R ST IV USRI U DUP SO PN SR, DU PP . BRI & 7.0,
DISPLAY/ALTER/DUMP

Running macro: MULTIPATHRESETTER -CONFIRM -ALL

Reset the paths for Multiple Connections

KKK KKKRKRKRAKRKR AR KRR KRAKRKRRRKRA KRR RRKRARKRRRRARRR XK Rk hhhhkkhkhhkhhrhkhkhhkkhkhkdx*x*x

***CONFIRM RESET MULTIPATH UNIT PATHS TO NUMBER CURRENTLY ENLISTED***

KKK KKKKRKRKAKRKIAKRKRRXRKRARKRAXRKRARR Rk hkhhhhhkhhhhkhkkhkhhhkhkkhkhkkhkhkkhkhhkhkhkxkhkhkk*x

This service function should be run only under the direction of the
IBM Hardware Service Support.

You have selected to reset the number of paths on a multipath unit
to equal the number of paths that have currently enlisted.

Could not find any disk units with paths which need to be reset.
Bottom
F2=Find  F3=Exit F4=Top F5=Bottom F10=Right F12=Cancel

Figure 5-111 No disks have to be reset

Note: The DMPxxx resource name is not reset to DDxxx when multipathing is stopped.
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Implementing FlashCopy using
the DS CLI

In this chapter, we show how to implement IBM System Storage Copy Services with i5/0S
using the DS command-line interface (CLI).

The examples in this book provide complete details about the IBM System i setup, the IBM

System Storage DS8000 setup, and the IBM System Storage DS6000 setup. The examples
are simple scenarios that System i users can work on in a test environment before creating
them in a production environment.

In addition to this book, we recommend that you consult the list of books that we provide in
“Related publications” on page 479.
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6.1 Overview of IBM System Storage DS CLI

The IBM System Storage DS CLI enables open system hosts to invoke and manage
FlashCopy and Remote Mirror and Copy functions through batch processes and scripts. The
CLI provides a full-function command set that allows you to check the status of Copy Services
and perform specific Copy Services functions when necessary.

Use the DS CLI to implement and manage the following Copy Services functions:

v

FlashCopy

Metro Mirror, formerly called synchronous Peer-to-Peer Remote Copy (PPRC)
Global Copy, formerly called PPRC Extended Distance (PPRC-XD)

Global Mirror, formerly called asynchronous PPRC

vYvyy

6.1.1 Installing and setting up the DS CLI

254

The DS CLI is supplied and installed through a CD that ships with the IBM System Storage
platform. You can install and use the DS CLI on any supported operating system, including
i5/0S. Although this chapter provides an example of DS CLI on Windows, you can manage
Copy Services using DS CLI in i5/0S. However, you must ensure that the source server and
the target server are shut down when using Copy Services for the entire direct access storage
device (DASD) space of i5/0S.

To manage Copy Services, you can use the DS CLI functions on both a PC and i5/0S,
depending on the operation that you are performing. Starting and stopping the Copy Services
environment can, for example, be managed from i5/0S. The switchover of Metro Mirror or
Global Mirror, or copying an entire i5/0S DASD space, requires the DS CLI on a Windows PC
or other system or a partition running i5/0S. For more information about installing, setting up,
and starting DS CLI, refer to IBM i and IBM System Storage: A Guide to Implementing
External Disk on IBM i, SG24-7120.

Before you start DS CLI, we recommend that you create a DS CLI profile or adjust the default
DS CLI profile with values that are specific to your DS CLI environment. Examples of these
values include the IP address of the Hardware Management Console (HMC) or the Storage
Management Console (SMC), password file, and storage image ID. This way, you archive the
values that you do not have to insert every time you invoke the DS CLI or use the DS CLI
command.
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6.2 Implementing traditional FlashCopy

In this section, we describe how to implement traditional FlashCopy, that is not DS8000 R3
space efficient FlashCopy, with the entire DASD space of i5/0S. Figure 6-1 provides an
overview of the test environment that we used for this implementation example.

SystemA SystemB
[#27871 [#27871] [#27871] #27871
WWPN WWPN WWPN WWPN
IBM.1750-13ABVDA /

Hostconnect

VolumeGroup
0201
Unprotected

Hostconnect

-
0202
Protected

Hostconnect

VolumeGrou
0101
Unprotected

Hostconnect
Flash Copy Relationships

3
0102
Protected
0100 : 0200

Remote Load Source Mirroring by iSeries 0101 : 0201
0102 : 0202

VolumeGroup

0100
Unprotected

Vi

0200
Unprotected

Figure 6-1 Test environment

System A is the source server, and system B is the target server for FlashCopy. Both systems
are connected to a local external storage subsystem. System A is booted from the storage
area network (SAN) with 2847 1/O processor (IOP). It has a load source unit in volume 0100
and mirrored load source unit in volume 0101. The first 2847 feature card is tagged as the
load source in the HMC partition configuration. In order to maintain a simple scenario in this
example, system A has only one volume 0102 for data.

Note: With the new i5/0S V6R1 multipath load source support, you do not need to mirror
the load source to provide path protection. In our discussion, we continue to show the
external load source mirroring setup for existing systems for demonstration purposes only.

The implementation example that we describe in this section uses FlashCopy to make a copy
of the entire DASD space of system A and boot system B with the copied DASD space. This
example assumes that the DASD environment is created and i5/0S V5R3MS5 or later is
installed. For more information about the setup and installation of the base disk space and
i5/0S load, refer to IBM i and IBM System Storage: A Guide to Implementing External Disk on
IBM i, SG24-7120.

To implement FlashCopy for the entire DASD space of the System i environment, follow these
steps:

1. Turn off or quiesce the source server.

2. Implement FlashCopy in IBM System Storage with DS CLI.
3. Perform an IPL or resume of the source server.

4. Perform an IPL of the target server.
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Important: If you are considering using Metro Mirror, Global Mirror, or FlashCopy for the
replication of the load source unit or other i5/0S disk units within the same DS6000 or
DS8000 or between two or more DS6000 or DS8000 systems, the source volume and the
target volume characteristics must be identical. The target and source must have matching
capacities and matching protection types. For example, a protected 35 GB i5/0S volume
must be replicated to another protected 35 GB volume if it is to be used in a replicated
i5/0S configuration. It cannot be replicated to an unprotected 35 GB volume or to a volume
of any other capacity. If you plan to migrate your load source from one size LUN to a larger
size, use the SLIC copy disk unit data utility that is available in Dedicated Service Tools
(DST).

In addition, the DS CLI offers the capability to change characteristics such as the
protection type of a previously defined volume. After a volume is assigned to an i5/0S
partition and added to that partition’s configuration, its characteristics must not be
changed. If there is a requirement to change the characteristic of a configured volume, you
must first completely remove it from the i5/0S configuration. After you make the
characteristic changes, for example to protection type, capacity, and so on, by destroying
and recreating the volume or by using the DS CLI, you can then reassign the volume to the
i5/0S configuration. To simplify the configuration, we recommend a symmetrical
configuration between two IBM System Storage solutions, creating the same volumes with
the same volume ID that determines the LSS_ID.

For FlashCopy, we recommend that you place your target volumes on a different rank from
where the source volumes are assigned for performance of the source server.

6.2.1 Turning off the source server

Before you initiate FlashCopy, turn off or quiesce your source server. Follow the procedures
that pertain to your site or use the PWRDWNSYS command. Alternatively, to turn off your
source server, you can use the i5/0S V6R1 quiesce for Copy Services CHGASPACT
command to quiesce all database I/O for your system (see 15.1, “Using i5/0S quiesce for
Copy Services” on page 432).

6.2.2 Setting up the FlashCopy environment

After you turn off the source server, you must create volumes for the target. You must also
create volume groups and host connections to boot the target server. In order to allow the
target server to boot from the copied load source unit on external storage, set the tagged load
source unit to 2847 IOP or the Fibre Channel (FC) controller that is connected to the copied
load source unit with HMC. Perform these tasks only the first time that you create the
FlashCopy environment. Change the settings only if the source environment changes. In this
section, these tasks have been performed already.

For more information about creating volumes, volume groups, and host connections, as well
as tagging the load source IOP, refer to IBM i and IBM System Storage: A Guide to
Implementing External Disk on IBM i, SG24-7120.

Important: When you create the volumes for the target server, create the same number
and type of volumes as for the source. You also need to match the protection type, either
protected or unprotected. Target volumes must be planned in order to be assigned on a
rank that is different from where the source volumes are assigned and in order to maintain
the performance of the source server.
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In this implementation example, we assume that you have a PC that is running Windows, has
DS CLI installed, and is connected to the DS system and i5/0S. This example uses IBM
System Storage DS6000. With DS CLI, implementing FlashCopy is a two-step process:

1. Check which fixed volumes are available as FlashCopy pairs on the DS system. Run the
following command, where storage_image ID relates to the DS6000:

dscli 1sfbvol -dev <storage image ID>

Example 6-1 shows the results where the hexadecimal volume ID in the selected storage
image. The second column shows the available fixed block volumes for the DS6000
system.

Example 6-1 Output of the Isfbvol command

dscli> 1sfbvol -dev IBM.1750.13-ABVDA
Date/Time: October 26, 2005 6:25:14 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

Name ID accstate datastate configstate deviceMTM datatype extpool cap (2°30B) cap (1079B)
rchlttn2-boot 0100 Online  Normal Normal 1750-A85 FB 520U P1 32.8 35.2
rch1ttn2-boot-mr 0101 Online  Normal Normal 1750-A85 FB 520U P1 32.8 35.2
rchlttn2-disk2 0102 Online  Normal Normal 1750-A05 FB 520P Pl 32.8 35.2
rchittn3-boot 0200 Online  Normal Normal 1750-A85 FB 520U PO 32.8 35.2
rchlttn3-boot-mr 0201 Online  Normal Normal 1750-A85 FB 520U PO 32.8 35.2

2. Select volume pairs on the DS6000 system and create FlashCopy pairs using the
following DS CLI command:

dscli mkflash -dev <storage_image_ID> <source_volume_ID>:<target_ volume_ID>

3. Specify the volume pairs by their ID. This implementation runs the following command with
the -nocp parameter included:

dscli mkflash -dev <storage_image ID> -nocp <source_volume_ID>:<target volume_ID>

The -nocp parameter indicates that this example does not run a full-copy of the disk space
but only creates the FlashCopy bitmap and copies tracks to the target which are going to
be modified on the source system. For a full-copy of the disk space, omit the -nocp option.

Whether you do a full-copy or no-copy depends on how you want to use the FlashCopy
targets. In a real environment where you might want to use the copy over a longer time
and with high 1/0 workload, a full-copy is a better option to isolate your backup system 1/O
workload from your production workload when all data has been copied to the target. For
the purpose of using FlashCopy for creating a temporary system image for save to tape
during low production workload, the no-copy option is recommended.

Example 6-2 creates three FlashCopy pairs with source volumes 0100, 0101, and 0102
and target volumes 0200, 0201, and 0202 with the full-copy option on a DS6000 system.

Example 6-2 Output of the mkflash command

dscli> mkflash -dev IBM.1750-13ABVDA 0100-0102:0200-0202

Date/Time: October 15, 2005 4:09:52 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00137I mkflash: FlashCopy pair 0100:0200 successfully created.

CMUC00137I mkflash: FlashCopy pair 0101:0201 successfully created.

CMUC00137I mkflash: FlashCopy pair 0102:0202 successfully created.
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6.2.3 Performing an IPL of the source server

After the FlashCopy pair relationship is established, you either perform an IPL of the source
server if you turned of the server or, if you quiesced the system, resume it using the
CHGASPACT DEVICE(aspname) OPTION(*RESUME) command. If you perform an IPL, you
most likely use a normal mode from the system B side. Follow the procedures that pertain to
your site or use the HMC to activate the partition manually.

To display a FlashCopy relationship and its properties, enter the following command:

dscli 1sflash -1 -dev <storage image ID> <source volume ID>:<target volume ID>..

To omit the current OutOfSyncTracks attribute, do not use the target _volume ID parameter
and the -1 option.

Example 6-3 lists the FlashCopy sessions for volume pairs with source volumes 0100, 0101,
and 0102 and target volumes 0200, 0201, and 0202. This example shows that the current
number of tracks that are not synchronized as an OutofSyncTracks attribute. By reviewing this
attribute, you can determine the progress of the background copy. If you use a full copy option
for initiating FlashCopy, when the number of OutOfSyncTracks becomes 0, all the data is
copied from the source volume to the target volume through the background copy process.

Example 6-3 Output of the Isflash command

dscli> Isflash -1 0100-0102
Date/Time: October 15, 2005 4:12:02 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

1D SrcLSS SequenceNum Timeout ActiveCopy Recording Persistent Revertible SourceWriteEnabled
TargetWriteEnabled BackgroundCopy OutOfSyncTracks DateCreated DateSynced

0100:0200 01 0 300 Disabled Disabled Disabled Disabled Enabled Enabled
Enabled 536576 Fri Oct 14 22:58:24 JST 2005 Fri Oct 14 22:58:24 JST 2005

0101:0201 01 0 300 Disabled Disabled Disabled Disabled Enabled Enabled
Enabled 536576 Fri Oct 14 22:58:24 JST 2005 Fri Oct 14 22:58:24 JST 2005

0102:0202 01 0 300 Disabled Disabled Disabled Disabled Enabled Enabled
Enabled 496826 Fri Oct 14 22:58:24 JST 2005 Fri Oct 14 22:58:24 JST 2005

Note: Even if a background copy process is running, when the FlashCopy relationship is
established and the bitmap of the source volume is created, you can access the source
volume and the target volume for read and write. As soon as you receive a message
stating that a FlashCopy pair is created successfully, move to the next step, which is to
perform an IPL of the target server from these volumes.

To end or terminate a FlashCopy relationship, run the following command:

dscli rmflash -quiet -dev <storage image ID> <source volume_ID>:<target volume_ ID>

To suppress the confirmation message panel, omit the -quiet option.
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Example 6-4 shows the termination of the FlashCopy sessions for volume pairs with source
volumes 0100, 0101, and 0102 and target volumes 0200, 0201, and 0202 with the
confirmation prompt.

Example 6-4 Output of the rmflash command

dscli> rmflash 0100-0102:0200-0202

Date/Time: November 1, 2005 1:43:11 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00144W rmflash: Are you sure you want to remove the FlashCopy pair 0100-0102:0200-0202:? [y/n]:y
CMUC00140I rmflash: FlashCopy pair 0100:0200 successfully removed.

CMUC00140I rmflash: FlashCopy pair 0101:0201 successfully removed.

CMUC00140I rmflash: FlashCopy pair 0102:0202 successfully removed.

6.2.4 Performing an IPL of the target server

After the FlashCopy pair relationship is established, you can perform an IPL of the target
server. Keep in mind that the target server is a complete clone of the source server.
Therefore, you must use extreme care when activating the target server. In particular, ensure
that it does not connect to the network automatically because this automatic connection
causes substantial problems within the target server and the source server.

Perform the IPL of the target server in restricted state, and do not attach the target server to
your network until you resolve the potential conflicts the target server might have with the
source server. For a CL scripting automation solution using a modified i5/0S start up script to
prevent any such conflicts with a cloned system refer to IBM i and IBM System Storage: A
Guide to Implementing External Disk on IBM i, SG24-7120.

The implementation example that we discuss in this section assumes that you have a 5250

console session open in the HMC. To perform the IPL of the target server in a restricted state,
activate the partition with the manual mode set.
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On the HMC:

1. In the HMC GUI, under Navigation Area, select System Management — Servers and
select the server with which you want to work.

2. In the contents of server window, select the target partition that you want to activate.
3. Select Tasks — Operations — Activate from the drop-down menu (as shown in

Figure 6-2).

Note: For below HMC V7, from the navigation area select Management
Environment — Server and Partition Server Management —> Server management.
Then, in the Server and Partition: Server Management panel window, right-click the
partition name of the target system, select Activate, and choose the profile that you
want to use to activate the partition.

Contents of: RCHLTTN-SN10DBA1F

B o [ (s e ) F | Teser
Proparties - -
Select A~ Name A~ |ID A | Status s Bl i Procassing Units
i RCHLTTHA 1 & Sparatians
[+ ‘FICHLTTNEE ‘ 2‘ Configuration P Mania Attention LED
Totalk 2 Fif_ Serviceabilty b | Schedule Oparations
Deleta

~ | Memory (GEY

| Active Profile
4 RCHLTTHA
0

Figure 6-2 Activating the target partition

4. In the Activate Logical Partition window, select the partition profile to activate, and click
Advanced, as shown in Figure 6-3.

Partition name :

RCHLTTNZ

cal Partition:RCHLIIN2

Select a profile below to activate the logical partition with.

L

)pen a

Partition profiles
RCHLTTMZ

M Cancel | Help

|

inal window or console session | Advanced...

Figure 6-3 Selecting the profile to change
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5. In the Activate Logical Partition - Advanced window, for the Keylock position, select
Manual. For IPL type, select B: IPL from the second side of the load source. Then,
click OK to set the activation setting. See Figure 6-4.

Activate Logical Partition - Advanced

Set advanced activation settings using the fields below.

Keylock -

position : |Manua| |J

IPL type: [B: IPL from the second side of the load source |_'|
IE' Cancel || Help

Figure 6-4 Changing the IPL type setting

6. The HMC shows a status dialog box that closes when the task is complete and the
partition begins its activation. Wait for the login panel in the 5250 console session.

Note: A 5250 console opens only when working locally with the HMC or by Telnet to
port 2300.

7. When the system has performed an IPL in manual mode, continue the IPL process by
following the steps in the console panel.

8. If the source system has a mirrored load source volume and this is the first IPL of the
target server, you might see a warning message during the manual IPL process stating
that a Disk Configuration Error exists. If you do not see this message, proceed to the next
step.
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9. During the IPL process, the System Licensed Internal Code (SLIC) storage management
task checks the mirror state of the load source. The mirror state information is maintained
in three places on each of the load sources and in the vital product data (VPD) on the
service processor on the central processor complex (CPC).

SLIC checks the mirror state in the following order (Figure 6-5):

— The load source
— The mirrored load source

— The CPC VPD
System i-1 VPD System i-2 VPD
FSP FS-P
#2787 | #2787 | #2787 | #2787 |

“Mirrored

LSU

WMirrored
|

LsSuU

Figure 6-5 Mirror state check sequence

When you perform an IPL of the target server the first time, the VPD on the service
processor on the target server does not have any information about the load source and
the mirrored load source. Although SLIC knows the disk unit D has the mirrored load
source volume, the SLIC storage management cannot determine whether disk unit D is
the correct mirrored load source unit. Therefore, SLIC displays the report shown in
Figure 6-6. After IPL is performed on the target system, the VPD has the mirror state
information. The message cannot be seen unless the volume D or the connection is lost.

If you see the Disk Configuration Error Report (Figure 6-6), continue the IPL to bypass the
warning message. Select 5=Display Detailed Report, and press Enter.

Disk Configuration Error Report

Type option, press Enter.
5=Display Detailed Report

Opt Error
5 Unknown load source status

F3=Exit F12=Cancel

Figure 6-6 Disk Configuration Error Report
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10.In the Display Unknown Mirrored Load Source Status panel, press Enter to continue and
then press F3 to exit. See Figure 6-7.

Display Unknown Mirrored Load Source Status

The system can not determine which disk unit of the Toad
source mirrored pair contains the correct level of data.

The following disk unit is not available:

Disk unit:
TYPE &« v v e e e e e e e e e e e e e e : 1750
Model . . . . . . . . . 000 .. :  A85
Serial number . . . . . . .. ... .. : 30-0201C68
Resource name. . . . . . . . . . . . .. : DD002

Press Enter to continue.

F3=Exit F9=Display disk unit details
F11=Display reference codes F12=Cancel

Figure 6-7 Display Unknown Mirrored Load Source Status panel
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11.If the source system has multipath volumes, you see a message that implies disk
configuration attention during the manual IPL process. If you do not see this message,
proceed to the next step.

When all the disk units of the system are copied, the path information of each disk unit is
also copied. If the source system has disk units in a multipath arrangement, the multipath
information is also available on the target server. Because multipath information is
associated with physical hardware resource, the target system SLIC cannot detect the old
path that is associated with the old physical hardware resource. Therefore, SLIC detects
and configures the new paths through the new physical hardware resource, as shown in

Figure 6-8.
eServer i5-1 - eServer i5-2 :

Information of volume A Information of volume B
Path 1: via #2787-1 Lost Path 1: via #2787-1
Path2: via #2787-2 Lost Path 2: via #2787-2

New Path 3: via #2787-3

New Path 4: via #2787-4

[(#2847-1 - #2847-3 1 -4
#2787-1 2787-2 #2787-3 27817-

Figure 6-8 Multiple configuration on the source and target servers

In the Disk Configuration Attention Report display, press F10 as indicated by the message
to accept the problem and continue (Figure 6-9). Later, you can reset the multipath
information from Dedicated Service Tools (DST) or System Service Tools (SST). For more
information, refer to 5.13, “Resetting a lost multipath configuration” on page 242.

Then, select 5=Display Detailed Report.

Disk Configuration Attention Report

Type option, press Enter.
5=Display Detailed Report

Press F10 to accept all the following problems and continue.
The system will attempt to correct them.

Opt Problem
5 Unit is missing connection

F3=Exit  F10=Accept the problems and continue F12=Cancel

Figure 6-9 Disk Configuration Attention Report panel
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12.The detailed Display Disk Units Causing Missing Connection report displays as shown in
Figure 6-10. Press Enter to accept the configuration.

Display Disk Units Causing Missing Connection

One or more of the functional connections to a disk
unit have not been detected. The connections to the
disk unit were established by running ESS Specialist.

If you use the iSeries in this state, you may cause a
loss of data. The actual number of connections (paths)
detected and the number of connections expected are
listed below.

Serial
ASP Unit Type Model Number Actual Expected
1 2 1750 AO05 30-0202C68 2 4

Press Enter to accept the configuration and continue.

Figure 6-10 Missing disk units report

13.In the IPL or Install the System panel, perform an IPL, install the operating system, or use
DST by selecting one of the options that is provided (Figure 6-11). Under Selection, select
1. Perform an IPL. Alternatively, you can perform an IPL to the operating system from the
DST menu.

IPL or Install the System
System:  RCHLTTN2
Select one of the following:

. Perform an IPL

Install the operating system

Use Dedicated Service Tools (DST)

. Perform automatic installation of the operating system
. Save Licensed Internal Code

OB W N =
.« e

Selection
1

Figure 6-11 Performing an IPL of the target system
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14.When the system is performing an IPL, the Licensed Internal Code IPL in Progress panel
shows the status of this process. Wait for the next panel to open, as shown in Figure 6-12.

In this implementation example, the Previous system end parameter indicates a normal
IPL. This parameter is set to Normal only if the source server was turned off before
initiating the FlashCopy. If a FlashCopy of a system quiesced using the CHGASPACT
command was taken, the indicator shows Abnormal; however, the IPL process does not
take much longer because all database 1/O activity was quiesced.

Licensed Internal Code IPL in Progress
10/14/05 14:40:36

IPL:

Type . . v v v v v v e e e e ¢ Attended

Start date and time . . . . . . . : 10/14/05 14:40:36

Previous systemend . . . . . . . : Normal

Current step / total . . . . .. : 1 16

Reference code detail . . . . . . : (6004050
IPL step Time Elapsed Time Remaining
>Storage Management Recovery 00:00:00

Start LIC Log

Main Storage Dump Recovery
Trace Table Initialization
Context Rebuild

Item:
Current / Total . . . . . . :

Sub Item:
Identifier . . . . . . .. :
Current / Total . . . . . . :

Figure 6-12 IPL progress

15.Sign in to the operating system. Remember that the user profile and password that you
use is the same as on the source system.
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16.During the operating system IPL, the IPL Options panel displays, as shown in Figure 6-13.
To boot the operating system in a restricted state, for the Start system to restricted state

parameter, type Y.

IPL Options

Type choices, press Enter.

System date . . . . . . .. ... ... 10 /14 /05 MM / DD / YY
System time . . . . . . .. oo 0. 14 : 43 : 26 HH : MM : SS
System time zone . . . . . . . . . . .. Q0000UTC F4 for list
Clear job queues . . . . . . . . . . .. N Y=Yes, N=No
Clear output queues . . . . . . . . .. N Y=Yes, N=No
Clear incomplete job logs . . . . . .. N Y=Yes, N=No
Start print writers . . . . . ... .. Y Y=Yes, N=No
Start system to restricted state . . . . Y Y=Yes, N=No
Set major system options . . . . . . . . N Y=Yes, N=No
Define or change system at IPL . . . . . N Y=Yes, N=No

Last power-down operation was NORMAL

Figure 6-13 Setting Start system to restricted state

17.When the system has performed the IPL, change the following settings, depending on

your requirements:

— System Name and Network Attributes

— TCP/IP settings

— Backup Recovery and Media Services (BRMS) Network information
— IBM eServer iSeries NetServer™ settings

— User profiles and passwords

— Job Schedule entries

— Relational Database entries

18.After you resolve the potential conflicts with the source server, attach the target to the

network and restart the operating system.

Note: If you plan to use this clone to create backups using BRMS, refer to 15.2, “Using

BRMS and FlashCopy” on page 436 to make sure the save information is reflected back to

the source system.
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6.3 Implementing space efficient FlashCopy

The new space efficient FlashCopy licensed function introduced with DS8000 R3 allows the
amount of physical space allocated to the target volumes to be thinly-provisioned as
proportional to the amount of write activity on the FlashCopy source and target. At the same
time, it provides all of the functions available with the fully-provisioned traditional FlashCopy
except that using it with background-copy makes no sense. For a detailed description of
space efficient FlashCopy, refer to IBM i and IBM System Storage: A Guide to Implementing
External Disk on IBM i, SG24-7120.

In this section, we describe the steps to set up space efficient FlashCopy for system backup
of a System i partition, including the monitoring actions that are required to prevent you from
running out of space on the repository volume used as the backstore for physical storage
capacity of the space efficient FlashCopy target volumes.

The space efficient FlashCopy target volumes on the DS8000 are defined of the same
capacity and protection as System i production volumes. For our example a stand-by backup
System i partition is connected to FlashCopy space efficient (SE) target volumes using boot
from SAN (see Figure 6-14). The backup partition usually resides on the same System i
server as the production partition but it can also be on a separate System i server.

System i

DS8000 R3 or higher

space efficient
FlashCopy

Figure 6-14 Space efficient FlashCopy example setup

6.3.1 Configuring space efficient FlashCopy for a System i environment

Perform the following steps to configure space efficient FlashCopy between a System i
production and backup partition:

1. Thoroughly plan the DS8000 storage configuration layout for your System i production
volumes and the space efficient FlashCopy target volumes for your backup partition. To
optimize performance locate your source and target volumes in different extent pools but
within the same rankgroup and to prevent running out of space for the repository perform a
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careful sizing for your required repository capacity (see 4.2.8, “Sizing for space efficient
FlashCopy” on page 104).

In our example, we set up the production System i volumes (FlashCopy SE sources) and
FlashCopy SE targets in 4 extent pools, each of them containing two RAID5 ranks in
DS8000. Two extent pools belong to rankgroup 0, and two belong to rankgroup 1. We
define both FlashCopy SE source and target LUNs in each extent pool. The source
volumes have corresponding targets in another extent pool which for best performance
belongs to the same rankgroup such as the extent pool with the source volumes, as shown
in Figure 6-15.

DS8000

Extent pool A, rankgrp O Ext.ent pool B, rankgrp 1

Production LUNs

BE

SE target LUNs

Production LUNs

BEN

SE target LUNs

FlashCopy SE

T

T e

Extent pool C, rankgrp O

Extent pool D, rankgrp 1

Production LUNs

N

SE target LUNs

— 1

Production LUNs

SE target LUNs

T«

35 AdoQuse|

Figure 6-15 Layout of LUNs for FlashCopy SE

2.

Define extent pools and LUNs for the production System i partition, create FlashCopy SE
repository, and create FlashCopy SE LUNSs. For information about how to perform the
DS8000 logical storage configuration, for example for the extent pools and LUNS, refer to
IBM i and IBM System Storage: A Guide to Implementing External Disk on IBM i,
SG24-7120.

To create the FlashCopy SE repository through DS CLI, use the mksestg command with
the following parameters:

-extpool Extent pool of repository

-captype (Optional) Denotes the type of specified capacity (GB, cylinders,
blocks)

-vircap The amount of virtual capacity

-repcap The physical capacity of the repository
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Figure 6-16 shows an example of creating the repository storage.

dscli> mksestg -extpool P14 -captype gb -vircap 282 -repcap 70

Date/Time: October 30, 2007 2:17:46 PM CET IBM DSCLI Version: 5.3.0.977 DS:
IBM.2107-7520781

CMUC003421 mksestg:: The space-efficient storage for the extent pool P14 has
been created successfully.

dscli> mksestg -extpool P15 -captype gb -vircap 282 -repcap 70

Date/Time: October 30, 2007 2:18:21 PM CET IBM DSCLI Version: 5.3.0.977 DS:
IBM.2107-7520781

CMUC003421 mksestg:: The space-efficient storage for the extent pool P15 has
been created successfully.

dscli> mksestg -extpool P34 -captype gb -vircap 282 -repcap 70

Date/Time: October 30, 2007 2:19:03 PM CET IBM DSCLI Version: 5.3.0.977 DS:
IBM.2107-7520781

CMUC00342I mksestg:: The space-efficient storage for the extent pool P34 has
been created successfully.

dscli> mksestg -extpool P47 -captype gb -vircap 282 -repcap 70

Date/Time: October 30, 2007 2:19:41 PM CET IBM DSCLI Version: 5.3.0.977 DS:
IBM.2107-7520781

CMUC003421 mksestg:: The space-efficient storage for the extent pool P47 has
been created successfully.

Figure 6-16 Creating FlashCopy SE repository

To define space efficient logical volumes for System i using DS CLI, add the parameter
-sam tse to the command mkfbvo1l, which you use to create System i LUNSs.

Note: In this command, sam stands for storage allocation method and tse denotes track
space efficient.

An example of this type of DS CLI command is as follows:
mkfbvol -extpool pl4 -0s400 AO5 -sam tse -name Vol SE #h 1009-100f

In our example, we create four extent pools with 8 * 35 GB System i LUNs each. We
create a repository of 70 GB in each extent pool, which gives a total of 280 GB repository
capacity for 1125 GB of production capacity. (For information about how to calculate the
repository capacity, refer to 4.2.8, “Sizing for space efficient FlashCopy” on page 104.)
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Next, we define 8 * 35 GB space efficient LUNs in each extent pool to be used as

FlashCopy SE targets. Figure 6-17 shows part of the display obtained by DS CLI

command 1sfbvol for one of our extent pools. Observe the sam column output showing
standard and space efficient LUNs in our pool.

*dscli> Tsfbvol -1 -extpool pl4
Date/Time: October 29, 2007 8:28:15 PM CET IBM DSCLI Version: 5.3.0.977 DS: IBM.2107-7520781
datatype extpool sam

ITSO_St_LS_1000 1000

Name

ITSO_St_1001
ITSO_St_1002
ITSO_St_1003
ITSO_St_ 1004
ITSO_St_1005
ITSO_St_1006
ITSO_St_1007

ITSO_SE_LS_1008

ITSO_SE_1009
ITSO_SE_100A
ITSO_SE_100B
ITSO_SE_100C
ITSO_SE_100D

ITSO_SE_100E
ITSO_SE_100F

ID

1001
1002
1003
1004
1005
1006
1007
1008
1009
100A
100B
100C
100D
100E
100F

accstate datastate configstate deviceMTM

OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
OnTine
Online

Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal

Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal

2107-A85
2107-A05
2107-A05
2107-A05
2107-A05
2107-A05
2107-A05
2107-A05
2107-A85
2107-A05
2107-A05
2107-A05
2107-A05
2107-A05

2107-A05
2107-A05

Standard
Standard
Standard
Standard
Standard
Standard
Standard
Standard
TSE
TSE
TSE
TSE
TSE
TSE
TSE
TSE

captype

iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries
iSeries

Figure 6-17 System i standard and SE LUNs

3. Set up your System i production partition with all disk space on DS8000 and external load
source connected using boot from SAN.

For more information about setting up a System i partition with external storage, refer to
IBM i and IBM System Storage: A Guide to Implementing External Disk on IBM i,

SG24-7120.

In our example, we set up a System i partition using 32 * 35 GB LUNs on DS8000
connected through four System i FC adapters. Two of the adapters are attached using
boot from SAN #2847 IOPs. The external load source is connected using boot from SAN
IOP and, because we do not use i5/0S V6R1 with multipath support for the load source, it
is mirrored to another external LUN. All the other LUNs are connected using multipath.
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Figure 6-18 shows some of the production LUNs as seen from System i System Service

Tools (SST).
Display Disk Configuration Status
Serial Resource
ASP Unit  Number Type Model Name Status
1 Mirrored
1 50-1000781 2107 A85 DD019 Active
1 50-1208781 2107 A85 DD020 Active
14  50-120A781 2107 AO05 DMP143 RAID-5/Active
15 50-1304781 2107 AO5 DMP195 RAID-5/Active
16  50-1005781 2107 AO5 DMP137 RAID-5/Active
17 50-1508781 2107 AO05 DMP191 RAID-5/Active
18 50-150F781 2107 AO5 DMP185 RAID-5/Active
19 50-150B781 2107 AO5 DMP183 RAID-5/Active
20 50-1302781 2107 AO05 DMP172 RAID-5/Active
21 50-1004781 2107 AO05 DMP159 RAID-5/Active
22 50-1307781 2107 AO05 DMP197 RAID-5/Active
23 50-120B781 2107 AO05 DMP109 RAID-5/Active
24  50-150D781 2107 AO05 DMP173 RAID-5/Active
More...

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details

F11=Disk configuration capacity Fl12=Cancel

Figure 6-18 System i production volumes

On the System i HMC, we tag as IPL device the FC adapter to which the external load
source is connected and which is attached to the #2847 boot from SAN IOP.

6.3.2 Using space efficient FlashCopy with i5/0S

To use the space efficient FlashCopy volumes of the entire System i disk space for backup,
perform the following steps:

1. If BRMS is used for backup, run the required commands to integrate BRMS with
FlashCopy as described in 15.2, “Using BRMS and FlashCopy” on page 436.

2. Turn off the System i partition using the i5/0S command PWRDWNSYS or use the new
i5/0S V6R1 quiesce for Copy Services function with the new CHGASPACT command
(see 15.1, “Using i5/0S quiesce for Copy Services” on page 432).

3. Establish space efficient FlashCopy from fully-provisioned production LUNs to space
efficient target LUNs, by using DS CLI mkflash command with the following parameters:

-tgtse Denotes Space efficient target LUNs
-nocp Using no-copy to prevent background copy
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Figure 6-19 shows the DS CLI commands that we used for space efficient FlashCopy of
our production volumes to space efficient volumes.

dscli> mkflash -tgtse -nocp 1000-1007:1200-1207
Date/Time: October 30, 2007 10:13:40 AM

CMUC001371 mkflash:
CMUC00137I mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:
CMUC00137I mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:
CMUC00137I mkflash:

FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy

pair
pair
pair
pair
pair
pair
pair
pair

1000:
1001:
1002:
1003:
1004:
1005:
1006:
1007:

CET IBM DSCLI Version: 5.3.0.977 DS:
created.
created.
created.
created.
created.
created.
created.
created.

1200 successfully
1201 successfully
1202 successfully
1203 successfully
1204 successfully
1205 successfully
1206 successfully
1207 successfully

dscli> mkflash -tgtse -nocp 1208-120f:1008-100f
Date/Time: October 30, 2007 10:14:03 AM

CMUC00137I mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:
CMUC00137I mkflash:
CMUC00137I mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:

FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy

pair
pair
pair
pair
pair
pair
pair
pair

1208:
1209:
120A:
120B:
120C:
:100D successfully
120E:
120F:

120D

CET IBM DSCLI Version: 5.3.0.977 DS:
created.
created.
created.
created.
created.
created.
created.
created.

1008 successfully
1009 successfully
100A successfully
100B successfully
100C successfully

100E successfully
100F successfully

dscli> mkflash -tgtse -nocp 1300-1307:1500-1507
Date/Time: October 30, 2007 10:14:20 AM

CMUC001371 mkflash:
CMUC00137I mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:
CMUC00137I mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:

FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy

pair
pair
pair
pair
pair
pair
pair
pair

1300:

1301

1303
1304

CET IBM DSCLI Version: 5.3.0.977 DS:
created.
created.
created.
created.
created.
created.
created.
created.

1500 successfully

:1501 successfully
1302:

1502 successfully

:1503 successfully
:1504 successfully
1305:
1306:
1307:

1505 successfully
1506 successfully
1507 successfully

dscli> mkflash -tgtse -nocp 1508-150f:1308-130f
Date/Time: October 30, 2007 10:14:32 AM

CMUC001371 mkflash:
CMUC00137I mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:
CMUC001371 mkflash:

FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy
FlashCopy

pair
pair
pair
pair
pair
pair
pair

1508:
1509:
150A:
1508B:
150C:
150D:
150E:

CET IBM DSCLI Version: 5.3.0.977 DS:
created.
created.
created.
created.
created.
created.
created.

1308 successfully
1309 successfully
130A successfully
130B successfully
130C successfully
130D successfully
130E successfully

IBM.2107-7520781

IBM.2107-7520781

IBM.2107-7520781

IBM.2107-7520781

Figure 6-19 Make FlashCopy SE

4. IPL the System i backup partition, which is connected to the space efficient FlashCopy
target volumes, by activating the partition from the HMC. Make sure the boot from SAN 1/O
adapter (I0A) is tagged to which the external load source is connected.

The IPL of the System i backup partition brings up a clone of the System i production

partition with disk space on space efficient FlashCopy target LUNs.
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Note: Usually, you need to change the device descriptions and network attributes in the
IPLed clone partition. If you use BRMS, then you also need to use commands for the
integration of BRMS and FlashCopy. You can automate the procedure to do this. For
more information, see IBM i and IBM System Storage: A Guide to Implementing
External Disk on IBM i, SG24-7120.

In our example the backup partition connects to the space efficient FlashCopy targets as
shown in Figure 6-19 on page 273. In i5/0S these space efficient FlashCopy target LUNs
are seen as regular System i disk units like shown in Figure 6-20. Notice the LUN ID,

which is contained in the disk unit serial number characters 4 to 7.

Display Disk Configuration Status

ASP  Unit
1

1

1

14

15

16

17

18

19

20

21

22

23

24

Press Enter to continue.

F3=Exit

Serial
Number

50-1200781
50-1008781
50-100A781
50-1504781
50-1205781
50-1308781
50-130F781
50-130B781
50-1502781
50-1204781
50-1507781
50-100B781
50-130D781

Type Model

2107 A85
2107 A85
2107 A05
2107 A05
2107 A05
2107 A05
2107 A05
2107 A05
2107 A05
2107 A05
2107 A05
2107 A05
2107 A05

F5=Refresh
F11=Disk configuration capacity

Resource
Name

DDO19

DD020

DMP143
DMP195
DMP137
DMP191
DMP185
DMP183
DMP172
DMP159
DMP198
DMP109
DMP173

F9=Display disk unit details

F12=Cancel

Status
Mirrored
Active

Active
RAID-5/Active
RAID-5/Active
RAID-5/Active
RAID-5/Active
RAID-5/Active
RAID-5/Active
RAID-5/Active
RAID-5/Active
RAID-5/Active
RAID-5/Active
RAID-5/Active

More...

Figure 6-20 FlashCopy SE targets in backup System i partition
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5. To keep the occupation of the repository on a minimum level, remove the FlashCopy
relationships after the backup completes, which releases all space that is allocated in the
repository for the targets. Use the DS CLI rmflash command with the -tgtreleasespace
parameter, as shown in Figure 6-21.

dscli> rmflash -tgtreleasespace 1000-1007:1200-1207

Date/Time: November 1, 2007 11:48:52 AM CET IBM DSCLI Version: 5.3.0.977 DS:
IBM.2107-7520781

CMUC00144W rmflash: Are you sure you want to remove the FlashCopy pair
1000-1007:1200-1207:? [y/n]:y

CMUC00140I rmflash: FlashCopy pair 1000:1200 successfully removed.
CMUC00140I rmflash: FlashCopy pair 1001:1201 successfully removed.
CMUC00140I rmflash: FlashCopy pair 1002:1202 successfully removed.
CMUC00140I rmflash: FlashCopy pair 1003:1203 successfully removed.
CMUC00140I rmflash: FlashCopy pair 1004:1204 successfully removed.
CMUC00140I rmflash: FlashCopy pair 1005:1205 successfully removed.
CMUC00140I rmflash: FlashCopy pair 1006:1206 successfully removed.
CMUC00140I rmflash: FlashCopy pair 1007:1207 successfully removed.

Figure 6-21 Releasing repository space

6.3.3 Reactions of System i partitions to a full repository

If a proper sizing was done for your space efficient FlashCopy repository capacity (see 4.2.8,
“Sizing for space efficient FlashCopy” on page 104) and if you maintain the occupation of your
repository below the anticipated level with performing regular commands for cleaning its
allocation, your repository probably will never be full.

However, if the used capacity from the repository reaches the default threshold of 85% and if
you have set up Simple Network Management Protocol (SNMP) notifications on your
DS8000, you receive a warning through SNMP trap 221. You can change this warning
threshold to another value using the DS CLI chsestg command with the -repcapthreshold
parameter.

For example, you can set the threshold value to 70% for extent pool P14 using the chsestg
-repcapthreshold 70 P14 command.
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Figure 6-22 shows an example of SNMP trap 221 for reaching the default 85% threshold of
used repository capacity. Notice that the corresponding extent pool is reported in
hexadecimal notation and that the Percentage full information shows the remaining
percentage of capacity until the repository is full. In our example, Percentage full shows 15%,
meaning that 85% of the repository space is currently allocated.

oooo 30 82 01 2D 02 01 00 04 0 70 75 62 6C 69 63 A4 0. .—. . ... public.
ooio 82 01 1E 06 09 2B 06 01 04 01 02 06 81 02 40 04 ... .. +. @,
oozo 09 9B 3E 61 02 01 06 02 02 00 DD 43 04 06 37 E5 .. xa.. ... .. c..7.
oo3o0 DB 20 81 FD 20 81 FA 0O OB 2B 06 01 04 01 02 06 .0O..0... . +......
oo40 81 02 03 02 04 81 EA 32 30 30 37 2F 31 31 2F 20 ... .. .. 2007110

ooso  3e 20 31 37 3A 32 31 3A& 33 38 20 43 45 54 04 53 6 17:21:38 CET.S
0060 70 61 63 65 20 45 66 66 B9 63 E9 BE5 EE 74 20 52 pace Efficient R
oo 65 Y0 6F Y3 69 74 6F 72 Y3 20 6F V2 20 4F 76 65 epository or Owe
gogn 72 2D Y0 Y2 EF 76 69 73 69 6F BE 65 64 20 56 6F r—provisioned Vo
oo9o0  eC Y5 6D 65 20 68 61 73 20 72 B5 B1 63 68 B B4 lume has reached
0oA0 20 el 20 77 61 72 6E 69 6E 67 20 77 61 74 65 72 a warning water
0o0BE0 6D &1 72 6B 0A G55 4E 49 G54 34 20 4D 6E 66 20 54 marlk UHIT: Mnf T
ooco 79 Y0 65 ZD 4D 6F B4 20 53 65 Y2 £9 61 6C 4E ED ype-Mod Seriallm
oobo 0& 20 20 20 20 20 20 49 42 4D 20 32 31 30 37 2D . IBM 2107-
ooED 39 32 32 20 37 35 2D 32 30 37 28 31 0A 56 6F eC 922 FE-20781 Vol
0oFo 7?5 eD 65 20 54 79 Y0 65 3A 20 30 0A 52 65 61 Y3 ume Type: 0.Reas
0100 6F 6E 20 63 6F 64 65 34 20 30 04 45 78 74 65 6E on code: 0.Exten
0110 74 20 50 eF eF 6C 20 49 44 34 20 32 32 0& 50 65 t Pool ID: 22 .Pe
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Figure 6-22 Repository threshold reached SNMP trap 221 warning

For more information about configuring and using SNMP notifications with DS8000 refer to
IBM System Storage DS8000 Series: Architecture and Implementation, SG24-6786, which is
available at:

http://www.redbooks.ibm.com/abstracts/sg246786.htm1?0pen
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http://www.redbooks.ibm.com/abstracts/sg246786.html?Open

If for any reason the repository runs out of space during the space efficient FlashCopy

relationship, the FlashCopy relationship fails as shown by the DS CLI command outputs in
Figure 6-23. In this case, the source volumes remain fully accessible for both reads and
writes so the System i production partition continues to run without any failure. However, the
System i backup partition that uses the disk space of the space efficient FlashCopy target
volumes fails. In our case, it fails with SRC A6020266 entering a freeze state as soon as the

FlashCopy relation fails at a fully occupied repository.

dscli> 1ssestg -1
Date/Time: November 6, 2007 5:31:05 PM CET IBM DSCLI Version: 5.3.0.977 DS: IBM.2107-7520781

extentpoolID stgtype datastate configstate repcapstatus %repcapthreshold repcap (2730B) vircap repcapalloc vircapalloc

P14 fb Normal Normal below 0

P15 fb Normal Normal below 0 . .
P34 fb Normal Normal below 0 70.0 282.0 70.0
P47 fb Normal Normal below 0

dscli> 1sflash 1000-15ff

Date/Time: November 6, 2007 5:31:16 PM CET IBM DSCLI Version: 5.3.0.977 DS: IBM.2107-7520781

1D SrcLSS SequenceNum Timeout ActiveCopy Recording Persistent Revertible SourceWriteEnabled TargetWriteEnabled

Backgrou

Figure 6-23 Space efficient FlashCopy relationships failed due to full repository
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Implementing Metro Mirror using
the DS CLI

In this chapter, we explain how to implement the IBM System Storage Copy Services Metro
Mirror function using the DS command-line interface (CLI).
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7.1 Overview of the test environment

In this chapter, we describe how to implement Metro Mirror with the entire DASD space of the
System i5 environment. Before we begin that discussion, we provide an overview of the test
environment in this section. Figure 7-1 shows an overview of the test environment that we use
for this implementation example.

System A System B (Not Active)

| #2847 | #2847
#2787 #2787

| SAN Switch __/ —A % SAN Switch |
Storage A Storage B
DEV ID = IBM.1753-13ABVDA Port:0001§ DEV ID = IBM.1750-13AAG8A Port:0102
WWNN: 500507639EFE0154 WWNN: 500507630EFFF06'8

%

/

0102 0101 0202 0201
Protected nprotecteld Protected nprotectdd
\ LSS: 01 LSS: 02 /
PPRC Relationship
0100 : 0200
0101 : 0201
0102 : 0202

Figure 7-1 Test environment

System A is the production server, and system B is the backup server. System A is connected
to storage A. An IPL is performed on System A from the storage area network (SAN) with
2847 1/0 processor (IOP) having a load source unit in volume 0100 and a mirrored load
source unit in volume 0101. The first 2847 feature card is tagged as the load source in the
Hardware Management Console (HMC).

Note: If you are using i5/0S V6R1 or later, you need to use the new multipath load source
support instead of mirroring the load source for providing path protection.

Storage A and storage B are connected with Fibre Channel (FC) cables. This implementation
example assumes that system A and storage A are on local site A and that system B and
storage B are on remote site B.

In this example, the Metro Mirror environment is created between storage A and storage B.
The business application is then switched from local site A to remote site B. Finally, the
business application is switched back from remote site B to local site A.
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Implementation of Metro Mirror for the entire DASD space involves the following tasks:
1. Create a Metro Mirror environment:

a. Create the Peer-to-Peer Remote Copy (PPRC) paths.
b. Create the Metro Mirror relationships.

2. Switch the system from the local site to the remote site:

a. Make the volumes available on the remote site.
b. Perform the IPL of the backup server on the remote site.

3. Switch back the system from the remote site to the local site:

a. Start Metro Mirror in the reverse direction from the remote site to the local site.
b. Make the volumes available on the local site.

c. Perform the IPL of the production server on the local site.

d. Start Metro Mirror in the original direction from the local site to the remote site.

We describe these steps in detail in the remaining sections of this chapter.

7.2 Creating a Metro Mirror environment setup

Before you create a Metro Mirror environment, you must complete the following actions:
1. Create the volumes for the backup server.
2. Create volume groups and host connections to perform the IPL of the backup server.

3. To perform an IPL of the backup server from a copied load source unit on external storage,
set the tagged load source unit to the 2847 IOP or the Fibre Channel I/O adapter (IOA)
that is connected to the copied load source unit in the HMC.

You need to perform these tasks only the first time that you set up the Metro Mirror
environment. Change the settings only if the source environment changes. Our example
assumes that you have completed these tasks.
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Important: If you are considering using Metro Mirror, Global Mirror, or FlashCopy for the
replication of the load source unit or other i5/0S disk units within the same DS6000 or
DS8000 or between two or more DS6000 or DS8000 systems, the source volume and the
target volume characteristics must be identical. The target and source must have matching
capacities and matching protection types. For example, a protected 35 GB i5/0S volume
must be replicated to another protected 35 GB volume if it is to be used in a replicated
i5/0S configuration. It cannot be replicated to an unprotected 35 GB volume or to a volume
of any other capacity. If you plan to migrate your load source from one size LUN to a larger
size, use the System i copy disk unit data utility that is available in Dedicated Service
Tools (DST).

In addition, the DS CLI offers the capability to change characteristics, such as the
protection type of a previously defined volume. After a volume is assigned to an i5/0S
partition and added to that partition’s configuration, its characteristics must not be
changed. If there is a requirement to change a characteristic of a configured volume, you
must first remove it completely from the System i ASP configuration. After you make the
characteristic changes, for example protection type, capacity, and so on, by removing and
recreating the volume or by using the DS CLI, you can reassign the volume into the
System i configuration. To simplify the configuration, we recommend that you have a
symmetrical configuration between two IBM System Storage solutions, creating the same
volumes with the same volume IDs (LSSs and volume numbers).

For FlashCopy, we recommend that you plan the target volumes in order to be assigned on
a different rank from where the source volumes are assigned for performance of the source
server.

For more information about creating volumes, volume groups, and host connects, as well as
tagging load source IOP, refer to IBM i and IBM System Storage: A Guide to Implementing
External Disk on IBM i, SG24-7120.

7.2.1 Creating Peer-to-Peer Remote Copy paths

For Metro Mirror, the PPRC paths must exist for every logical subsystem (LSS) between the
source LSS, with which the source volumes are associated, and the target LSS, with which
the target volumes are associated.

Important: When creating the PPRC paths, consider the following points during the
planning phase:

» For performance, use dedicated 1/O ports for PPRC; do not share them with the 1/O of
your servers. Use SAN switch zoning to restrict the server’s storage system 1/O port
usage (see 3.2.5, “Planning for SAN connectivity” on page 67).

» For redundancy, create at least two PPRC paths between the same LSS. Use each I/O
port of different controllers in case of failure or maintenance of one of the controllers.
For example, one path can use port I00xx on controller 0, and the other path can use
port 101xx on controller 1.
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To
1.

create a PPRC path:

Check which source LSS and target LSS are available on each storage server. Which LSS
is associated with which volume depends on the volume ID. Each volume has a four-digit
hexadecimal volume ID, such as 0100. The first two digits to the left indicate the LSS ID.

If the volume that you want to define as the source has the volume ID 0100, its LSS ID is
01.

If the volume that you want to define as the target has the volume ID 0200, its LSS ID is
02.

Therefore, to see which source LSS and target LSS are available, look for the ID of the
volume for which you want to create the PPRC relationship.

In this example, we run the following DS CLI command on an attached Windows PC:
dscli Tsfbvol -dev <storage_image_ID>

The results of this command show the four-digit hexadecimal volume ID, where the first
two digits indicate the LSS ID.

Example 7-1 lists the available fixed block volumes for the source in storage A.

Example 7-1 Output of the Isfbvol command on system A

dscli> 1sfbvol -dev
Date/Time: October
Name 1D

rchlttn2-boot 01
rchlttn2-boot-mr 01
rchlttn2-disk2 01

IBM.1750.13-ABVDA
26, 2005 6:25:14 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
accstate datastate configstate deviceMTM datatype extpool cap (2°30B) cap (1079B)

00 Online  Normal Normal 1750-A85 FB 520U P1 32.8 35.2
01 Online  Normal Normal 1750-A85 FB 520U P1 32.8 35.2
02 OnTine Normal Normal 1750-A05 FB 520P P1 32.8 35.2

Example 7-2 Output

Example 7-2 lists the available fixed block volumes for the target in storage B. In this
example, the source LSS ID is identified as 01 in storage A, and the target LSS ID is
identified as 02 in storage B.

of the Isfbvol command on system B

dscli> 1sfbvol -dev
Date/Time: October

IBM.1750.13-AAG8A
26, 2005 6:26:22 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

Name ID accstate datastate configstate deviceMTM datatype extpool cap (2°30B) cap (1079B)
r1ttn2-boot-mmir 0200 OnTline  Normal Normal 1750-A85 FB 520U PO 32.8 35.2
rlttn2-btmr-mmir 0201 Online  Normal Normal 1750-A85 FB 520U PO 32.8 35.2
rlttn2-dsk2-mmir 0202 Online  Normal Normal 1750-A05 FB 520P PO 32.8 35.2

2.

Symmetrical configuration: In this example, the different volume IDs for the target
volumes are configured from the source volumes to make it easier to understand the
specified volume parameter for use in later commands. For your environment, we
recommend that you use a symmetrical configuration, in which the target volumes have
the same volume IDs as the source volumes, in order to simplify the configuration.

Check the worldwide node name (WWNN) of the target storage. The WWNN is unique in
every IBM System Storage solution and is a required parameter for the command to
create the PPRC paths. Use the following DS CLI command to display the list of storage
images with their WWNNs configured in a storage complex:

dscli Tssi
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You need to run this command on both your source and target storage system, unless the
source storage and the target storage are configured within the same storage complex on
your System Management Console (SMC) or HMC so that both WWNNs are displayed in
the result.

Example 7-3 lists the WWNN of source storage A and target storage B. In this example,
the WWNN of target storage is identified as 500507630EFFFC68 from its Storage Unit ID
IBM.1750-13AAGB8A. Take note of the WWNN of the source storage,
500507630EFE0154. This number is necessary for creating the PPRC path for the
reverse direction.

Example 7-3 Output of the Issi command

dscli> 1ssi
Date/Time: November 1, 2005 8:29:03 AM JST IBM DSCLI Version: 5.0.6.142
Name ID Storage Unit Model WWNN State ESSNet

- IBM.1750-13AAG8A IBM.1750-13AAG8A 511  500507630EFFFC68 Online Enabled
- IBM.1750-13ABVDA IBM.1750-13ABVDA 511  500507630EFE0154 Online Enabled

3. Check which I/O ports are available for the PPRC paths between the source LSS and the
target LSS. Use the following command:

dscli 1savailpprcport -dev <source storage _image ID> -remotedev
<target storage_image_ID> -remotewwnn <WWNN of target Storage image>
<Source_LSS _ID>:<Target_LSS_ID>

Note: For this command, you can specify any available LSS pair that you want for
source and target.

The results of this command shows a list of FC I/O ports that can be defined as PPRC
paths. Each row indicates the available 1/0 ports pair. The local port is a port on the local
storage, and the attached port is a port on the remote storage.

Example 7-4 lists the available PPRC ports between storage A on site A and storage B on
site B.

Example 7-4 Output of the Isavailpprcport command on system A

dscli> Tsavailpprcport -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -remotewwnn 500507630EFFFC68 01:02
Date/Time: October 18, 2005 7:20:14 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
Local Port Attached Port Type

10000 10003 FCP
10001 10102 FCP

Example 7-5 lists the available PPRC ports from storage B on site B to storage A on site A
for the reverse direction. This example shows that there are two available ports for PPRC.

Example 7-5 Output of the Isavailpprcport command on system B

dscli> 1savailpprcport -dev IBM.1750-13AAG8A -remotedev IBM.1750-13ABVDA -remotewwnn 500507630EFE0154 02:01
Date/Time: November 2, 2005 1:31:33 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
Local Port Attached Port Type

10003 10000 FCP
10102 10001 FCP
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An I/O port number has four digits to indicate its location (as shown in Figure 7-2):

The first digit (R) is for the frame location.
The second digit (E) is for the /0O enclosure.
The third digit (C) is for the adapter.

The fourth digit (P) is for the adapter’s port.

DS8000 Cioooo)| Cio0t0)|  |[liooso](io0so)| | [|lror00) |Cio110)  [(i0130]|Ci01a0)]
(1ooo2] (io102)| {io112] (o132]|(0142)
(10003) (to103)||(10113) to1aa)|[To143
Slot 0 Slot 1 Slot2 Slot3 Slot4 Slot5 Slot 0 Slot 1 Slot2 Slot3 Slot4 Slot5
Enclosure 0 Enclosure 1
(10200 (i0210)]  |(i0230)|C10240) Giosoo) [Cioawo]lf . |(iosso)|Ciosao)|.
(io202) Ciosoz)||(iost2) (ioss2]|10322)
(Lo203] (0303)| (o3 13] (10333])Ci0aag)
Slot 0 Slot 1 Slot2 Slot3 Slot4 Slot5 Slot 0 Slot 1 Slot2 Slot3 Slot4 Slot5
Enclosure 2 Enclosure 3
DS6000 10000 10001 10002 10003
Controller 0

Controller 1

Figure 7-2 DS8000 and DS6000 port numbering

4. For PPRC path redundancy, we recommend that you select two from the list of available
I/O port pairs. Create the PPRC paths by running the following command:

dscli mkpprcpath -dev <source storage_image_ID> -remotedev <target
Storage_image_ID> -remotewwnn <WWNN of target Storage_ image> -srclss
<Source_LSS_ID> -tgtlss <Target LSS _ID> <Source_I0_Port>:<Target_ IO Port>
<Source_I0_Port>:<Target_IO Port> ...

The mkpprcpath command establishes or replaces PPRC paths between the source LSS
and the target LSS over an FC connection. Replaces means that if you run this command
again with different source_lO_port and target_IO_port parameters your previous paths

are lost unless you also specify them with the command.

Note: This command creates a path or paths in one direction from the source LSS to
the target LSS. If you want to run the mirror copy in the reverse direction to switch back
the business application, create the path or paths also in the reverse direction.
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Example 7-6 shows the creation of a PPRC path from source LSS 01 on storage A on site
A on target LSS 02 on storage B on site B.

Example 7-6 Output of the makepprcpath command: From system A to system B

dsc1li> mkpprcpath -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -remotewwnn 500507630EFFFC68
-srclss 01 -tgtlss 02 10000:10003

Date/Time: October 18, 2005 7:52:59 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00149I mkpprcpath: Remote Mirror and Copy path 01:02 successfully established.

Example 7-7 shows the creation of a PPRC path from source LSS 02 on storage B on site
B on target LSS 01 on storage A on site A for the reverse direction.

Example 7-7 Output of the makepprcpath command: From system B to system A

dsc1i> mkpprcpath -dev IBM.1750-13AAG8A -remotedev IBM.1750-13ABVDA -remotewwnn 500507630EFEQ154
-srclss 02 -tgtlss 01 I0003:I0000

Date/Time: October 18, 2005 7:52:59 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00149I mkpprcpath: Remote Mirror and Copy path 02:01 successfully established.

Displaying a PPRC path
To display an established PPRC path, enter the following command:

dscli 1spprcpath -dev <storage image ID> <source LSS ID>
Example 7-8 lists the PPRC path for LSS 01 on storage A.

Example 7-8 Output of the Ispprcpath command for system A

dscli> l1spprcpath -dev IBM.1750-13ABVDA 01
Date/Time: October 18, 2005 7:53:42 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
Src Tgt State SS  Port Attached Port Tgt WWNN

01 02 Success FF02 10000 10003 500507630EFFFC68

Example 7-9 lists the PPRC path for LSS 02 on storage B. This example shows that the
current status of the path is Success.

Example 7-9 Output of the Ispprcpath command for system B

dscli> 1spprcpath -dev IBM.1750-13AAG8A 02
Date/Time: October 18, 2005 8:04:56 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
Src Tgt State SS  Port Attached Port Tgt WWNN

02 01 Success FFO1 10003 10000 500507630EFE0154

Removing a PPRC path
To remove the established PPRC path, enter the following command:

dscli rmpprcpath -quiet -dev <storage_image ID> -remotedev <storage image ID>
-remotewwnn <WWNN of target Storage_image> <Source LSS _ID>:<Target LSS ID>

To view the confirmation prompt, omit the -quiet option.
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Example 7-10 shows the removal of the PPRC path from source LSS 01 on storage A on site
A on target LSS 02 on storage B on site B.

Example 7-10 Output of the rmpprcpath command for system A

dsc1i> rmpprcpath -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -remotewwnn 500507630EFFFC68 01:02
Date/Time: November 2, 2005 3:00:23 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00152W rmpprcpath: Are you sure you want to remove the Remote Mirror and Copy path 01:02:? [y/n]:y
CMUC001501 rmpprcpath: Remote Mirror and Copy path 01:02 successfully removed.

7.2.2 Creating a Metro Mirror relationship

After you create the PPRC paths, create the Metro Mirror relationships:

1. Check which fixed block volumes are available for Metro Mirror on the source LSS and the
target LSS. Enter the following command to display the volumes:

dscli Tsfbvol -dev <storage_image_ID>

Example 7-11 lists the available fixed block volumes for the source in storage A.

Example 7-11 Output of the Isfbvol command for system A

dscli> 1sfbvol -dev IBM.1750.13-ABVDA
Date/Time: October 26, 2005 6:25:14 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

Name ID accstate datastate configstate deviceMTM datatype extpool cap (2730B) cap (1079B)
rchlttn2-boot 0100 Online  Normal Normal 1750-A85 FB 520U P1 32.8 35.2
rch1ttn2-boot-mr 0101 Online  Normal Normal 1750-A85 FB 520U Pl 32.8 35.2
rchlttn2-disk2 0102 Online  Normal Normal 1750-A05 FB 520P Pl 32.8 35.2

Example 7-12 lists the available fixed block volumes for the target in storage B.

Example 7-12 Output of the Isfbvol command for system B

dscli> T1sfbvol -dev IBM.1750.13-AAG8A
Date/Time: October 26, 2005 6:26:22 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

Name ID accstate datastate configstate deviceMTM datatype extpool cap (2*30B) cap (1079B)
rlttn2-boot-mmir 0200 Online  Normal Normal 1750-A85 FB 520U PO 32.8 35.2
rlttn2-btmr-mmir 0201 Online  Normal Normal 1750-A85 FB 520U PO 32.8 35.2
rlttn2-dsk2-mmir 0202 Online Normal Normal 1750-A05 FB 520P PO 32.8 35.2

2. Select volume pairs between both the sites and create the Metro Mirror pairs. This
process is similar to creating FlashCopy pairs. To create Metro Mirror pairs, enter the
following command:

dscli mkpprc -dev <source storage _image ID> -remotedev<target storage image ID>
-type mmir <Source Volume>:<Target Volume>

Example 7-13 shows the creation of three Metro Mirror pairs. The source volumes 0100,
0101, and 0102 on storage A are on site A, and the target volumes 0200, 0201, and 0202
on storage B are on site B.

Example 7-13 Output of the mkpprc command for system B

dscli> mkpprc -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -type mmir 0100-0102:0200-0202
Date/Time: October 18, 2005 9:27:44 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00153I mkpprc: Remote Mirror and Copy volume pair relationship 0100:0200 successfully created.
CMUC00153I mkpprc: Remote Mirror and Copy volume pair relationship 0101:0201 successfully created.
CMUC00153I mkpprc: Remote Mirror and Copy volume pair relationship 0102:0202 successfully created.
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Displaying the status and properties of Metro Mirror
To display a Metro Mirror relationship and its properties, run the following command:

dscli 1spprc -1 -dev <source storage_image ID> -remotedev <target
storage_image_ID> <source_volume_ID>:<target_volume_ID>..

Leave out the target_volume_ID parameter and the -1 option to omit the current
OutOfSyncTracks attributes.

Example 7-14 lists the Metro Mirror relationship for volume pairs with source volumes 0100,
0101, and 0102 on storage A on site A and lists target volumes 0200, 0201, and 0202 on
storage B on site B. This example shows that the current number of tracks that are not
synchronized are displayed under OutofSyncTracks with the status at Copy Pending. This
attribute indicates the progress of the initial background copy. When the number of
OutOfSyncTracks becomes 0, all the data is copied from the source volume on the source
storage to the target volume on the target storage through the initial background copy
process.

Example 7-14 Output of the Ispprc command

dscli> 1spprc -1 -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A 0100-0102
Date/Time: October 18, 2005 10:22:59 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

1D State Reason Type Out Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status
0100:0200 Copy Pending - Metro Mirror 533124 Disabled Disabled invalid

- 010 Disabled Invalid

0101:0201 Copy Pending - Metro Mirror 525783 Disabled Disabled invalid

- 010 Disabled Invalid

0102:0202 Copy Pending - Metro Mirror 525805 Disabled Disabled invalid

- 010 Disabled Invalid

When the initial background copy is completed, the result shown in Example 7-15 displays.
This example shows that the current number of tracks that are not synchronized is 0 and the
status is Full Duplex. The initial asynchronous background copy from the source volume on
storage A on site A to the target volume on site B is complete. After that, subsequent written
data on the source volumes is copied to the target volumes synchronously.

Example 7-15 Output of the Ispprc command: Copy complete

dscli> 1spprc -1 -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A 0100-0102

Date/Time: October 18, 2005 11:03:57 PM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
ID State Reason Type Qut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0100:0200 Full Duplex - Metro Mirror 0 Disabled Disabled invalid
- 01 0 Disabled Invalid
0101:0201 Full Duplex - Metro Mirror 0 Disabled Disabled invalid
- 01 0 Disabled Invalid
0102:0202 Full Duplex - Metro Mirror 0 Disabled Disabled invalid
- 01 0 Disabled Invalid

Ending a Metro Mirror relationship
To end a Metro Mirror relationship, enter the following command:

dscli rmpprc -quiet -dev <source storage image ID> -remotedev <target
storage_image ID> <source volume ID>:<target volume ID>

To view the confirmation prompt, omit the -quiet option.
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Example 7-16 shows the termination of Metro Mirror relationships for volume pairs. The
source volumes 0100, 0101, and 0102 are on storage A on site A, and the target volumes
0200, 0201, and 0202 are on storage B on site B, with the confirmation prompt.

Example 7-16 Output of the rmpprc command

dsc1i> rmpprc -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A 0100-0102:0200-0202

Date/Time: November 2, 2005 1:20:58 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00160W rmpprc: Are you sure you want to delete the Remote Mirror and Copy volume pair relationship
0100-0102:0200-0202:? [y/n]:y

CMUC001551 rmpprc: Remote Mirror and Copy volume pair 0100:0200 relationship successfully withdrawn.
CMUC00155I rmpprc: Remote Mirror and Copy volume pair 0101:0201 relationship successfully withdrawn.
CMUC001551 rmpprc: Remote Mirror and Copy volume pair 0102:0202 relationship successfully withdrawn.

Suspending Metro Mirror

Suspending a Metro Mirror relationship means that the background copy process is stopped
but the storage system still keeps track of the changes to the source volume in its internal
bitmap so that the relationship can be resumed later on without a full re-synchronization. To
suspend the Metro Mirror synchronous copy, enter the following command:

dscli pausepprc -dev <source storage_image ID> -remotedev <target
storage_image_ID> <source_volume_ID>:<target_volume_ID>

Example 7-17 shows the suspension of Metro Mirror synchronous copy for volume pairs. The
source volumes 0100, 0101, and 0102 are on storage A on site A, and the target volumes
0200, 0201, and 0202 are on storage B on site B with the confirmation prompt.

Example 7-17 Output of the pausepprc command

dscli> pausepprc -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A 0100:0200 0101:0201 0102:0202
Date/Time: October 21, 2005 7:11:25 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC001571 pausepprc: Remote Mirror and Copy volume pair 0100:0200 relationship successfully paused.
CMUC001571 pausepprc: Remote Mirror and Copy volume pair 0101:0201 relationship successfully paused.
CMUC001571 pausepprc: Remote Mirror and Copy volume pair 0102:0202 relationship successfully paused.

If you look closely at the relationship and properties of Metro Mirror, you see that the status of
the source volumes is Suspended, and the current number of tracks that are not synchronized
to remote volume is growing. See Example 7-18.

Example 7-18 Output of the Ispprc command: Showing OutOfSyncTracks

dscli> Ispprc -1 -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A 0100-0102

Date/Time: October 21, 2005 7:12:09 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

ID State Reason Type Qut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0100:0200 Suspended Host Source Metro Mirror 172 Disabled Disabled invalid
- 010 Disabled Invalid
0101:0201 Suspended Host Source Metro Mirror 171 Disabled Disabled invalid
- 010 Disabled Invalid
0102:0202 Suspended Host Source Metro Mirror 727 Disabled Disabled invalid
- 010 Disabled Invalid
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Resuming Metro Mirror
To resume the suspended Metro Mirror synchronous copy to bring the volumes back into a
synchronous full-duplex state, enter the following command:

dscli resumepprc -dev <source storage_image ID> -remotedev <target
storage_image_ID> -type mmir <source_volume_ID>:<target_volume_ID>

Example 7-19 shows that the suspended Metro Mirror synchronous copy for volume pairs has
resumed with source volumes 0100, 0101, and 0102 on storage A on site A, and target
volumes 0200, 0201, and 0202 on storage B on site B with the confirmation prompt.

Example 7-19 Output of the resumepprc command

dscli> resumepprc -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -type mmir 0100-0102:0200-0202
Date/Time: October 21, 2005 7:21:51 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

CMUCO0158I resumepprc: Remote Mirror and Copy volume pair 0100:0200 relationship successfully resumed. This
message is being returned before the copy completes.

CMUC00158I resumepprc: Remote Mirror and Copy volume pair 0101:0201 relationship successfully resumed. This
message is being returned before the copy completes.

CMUC00158I resumepprc: Remote Mirror and Copy volume pair 0102:0202 relationship successfully resumed. This
message is being returned before the copy completes.

Note: When the Metro Mirror relationship is established, the target volumes are SCSI
reserved and not accessible to the host. If you want to switch your production to the target
site you need to failover PPRC so that the reserved target volumes become accessible to
the host (see 7.3, “Switching over the system from the local site to remote site” on

page 290).

If you try to access the target volumes while the relationship is established by performing an
IPL of the backup server from the target volumes whose status is Full Duplex, the system IPL
fails with the System Reference Code (SRC) B2003200 LP=002.

If you suspend the Metro Mirror with the pausepprc command and then try to access the
target, the IPL fails. While the relationship is suspended, an IPL of the backup server from the
target volumes whose its status is Target Suspended, causes the system IPL to fail with SRC
B2003200 LP=002.

If you use the -tgtread option for the mkpprc command and then perform an IPL of the
backup server from the target volumes for which read access is possible but not write access,
the system IPL loops with SRC AB60xxxxx and is not completed. This is because data is
attempting to be written to the load source during the IPL.

7.3 Switching over the system from the local site to remote site

If you use the configuration provided in Figure 7-3 for your switchover environment and if a
disaster occurs on storage A on site A, you must first check the status of the Metro Mirror
environment as follows:

1. Check the PPRC path. Refer to “Displaying a PPRC path” on page 286 for more details.

2. Check the Metro Mirror relationships and properties. Refer to “Displaying the status and
properties of Metro Mirror” on page 288 for more details.
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7.3.1 Making the volumes available on the remote site

To perform an IPL of the target server from the copied volumes (target volumes) on the
storage at the remote site, the copied volumes must be available to read and write. Making
the volumes available on the remote site is a one-step process.

To make the earlier target volumes available to the host with DS CLI, enter the following
command:

dscli failoverpprc -dev <source storage image ID> -remotedev <target
storage_image ID> -type mmir <source volume ID>:<target volume ID>

This command performs the following actions:

» Terminates the previous Metro Mirror relationship
» Establishes a new Metro Mirror relationship
» Suspends the new Metro Mirror relationship

The state of the target volumes that were previously source volumes is preserved by taking
into account the fact that the previous source LSS might no longer be reachable.

This command changes the previous target volumes to new source volumes and its status to
suspended, as shown in Figure 7-3. Thus, the server can access the new suspended source
volumes to read and write.

Before

After

Server A
Storage A Storage B
Rol Source Roll: Target
3
e Mirroring Copy W

Status: Duplex Status: Duplex

failoverpprc —dev <storage B> —remotedev <storageA> -type mmir <volume B>:<volume A>

Server B
Storage A Storage B
Roll: Target Rolg Source
- Established
W but suspended W
Unchanged Status: Suspended

Figure 7-3 Failover of Metro Mirror volumes
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Example 7-20 shows the failover of three Metro Mirror pairs. The source volumes 0100, 0101,
and 0102 are on site A. The target volumes 0200, 0201 and 0202 are on site B. Also failover
is to site B.

Example 7-20 Output of the failoverpprc command

dscli> failoverpprc -dev IBM.1750-13AAG8A -remotedev IBM.1750-13ABVDA -type mmir 0200-0202:0100-0102
Date/Time: October 19, 2005 3:58:34 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
CMUC00196I failoverpprc: Remote Mirror and Copy pair 0200:0100 successfully reversed.

CMUC001961 failoverpprc: Remote Mirror and Copy pair 0201:0101 successfully reversed.

CMUC001961 failoverpprc: Remote Mirror and Copy pair 0202:0102 successfully reversed.

If you look closely at the relationship and properties of Metro Mirror, you see that the status of
the new source volume is Suspended, and the reason is Host Source, as shown in
Example 7-21.

Example 7-21 Metro Mirror status after failover

dscli> Tspprc -dev IBM.1750-13AAG8A -1 0200-0202

Date/Time: October 19, 2005 1:01:14 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

ID State Reason Type OQut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0200:0100 Suspended Host Source Metro Mirror 0 Disabled Disabled invalid
- 02 0 Disabled Invalid
0201:0101 Suspended Host Source Metro Mirror 0 Disabled Disabled invalid
- 020 Disabled Invalid
0202:0102 Suspended Host Source Metro Mirror 0 Disabled Disabled invalid
- 020 Disabled Invalid

7.3.2 Performing an IPL of the backup server on the remote site

After running the failoverpprc command, you can perform an IPL of the backup server from
the copied volumes (target volumes) on the remote site. When you activate the backup
server, we recommend that you IPL the server manually with a restricted state because you
might have to resolve the following issues in the backup server before you allow users to
access the application on the backup server:

» Check the network and TCP/IP settings. They might need to be modified.

» Check the consistency of the application data because there is a possibility that some
application data in the memory is not written to the disk. If necessary, apply the journal
entries for the database.

To perform an IPL of the backup server with a restricted state, follow the steps in 6.2.4,
“Performing an IPL of the target server” on page 259.

Note: You can see that this IPL is an abnormal IPL unless the operating system in the
production server is in a state of shutdown when the Metro Mirror relationship is
terminated. The abnormal IPL takes longer because processes are running, performing
database recovery and journal recovery.
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7.4 Switching back the system from the remote site to local site

If the production site is available again, schedule a switchover from the backup site to the
production site. When the storage on the production site is available, check the condition of
the previous configuration, for example, the volumes, the PPRC paths, and so on. In this
section, we assume that these configuration components on the production site are not lost or

have been recovered.

7.4.1 Starting Metro Mirror from the remote site to local site (reverse direction)

To switch back the system to the local site, resynchronize the data on the storage on the
remote site to the storage on the local site, as shown in Figure 7-4. Resynchronization from

the remote site to the local site is a one-step process.

Systgm A ‘Ngj; Active)

l i _SAN Swiich ; J ™ = SAN Swiich J
Storage A Storage B
DEV ID = IBM.1756-13ABVDA DEV ID = IBM.1750- 13AAGS
WWNN: 500507639EFE0154 Port:000% WWNN: 500507630EFFFCGB Port:0102

ortP000 Pprt:
O
0102 0200 0202 0201
Protected e nprotecl d rotecte nprotect

LSS: 01 LSS: 02

PPRC Relationship
0100 : 0200
0101 : 0201
0102 : 0202

Figure 7-4  Starting Metro Mirror in reverse direction

When you start synchronization, the target volumes become unavailable.

Important: Before you start Metro Mirror, make sure the operating system of system A is in
a state of shutdown. Otherwise, this operating system will hang.

Use the DS CLI to resynchronize from the new source volumes (old target) to the new target
volumes (old source) by entering the following command:

dscli failbackpprc -dev <source storage_image_ID> -remotedev <target
storage_image_ID> -type mmir <source_volume_ID>:<target_volume_ID>
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The failbackpprc command performs the following actions:

» Checks the preserved state of the previous source volume to determine how much data to
copy back.

» Copies either all the tracks or only the OutOfSyncTracks from the volume on the remote
storage.

» Copies the subsequent written data on the source volumes to the target volumes
synchronously after the initial copy, where the status of both the volumes becomes Full
Duplex.

The DS CLI failbackpprc command changes the status of the target volume to Full Duplex,
as shown in the Before step of Figure 7-5. Thus, the server cannot access the target volumes
to read and write.

Server B
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Mirroring Copy

Storage B
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olume
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Status: Full-Duplex

Server A
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failoverpprc —dev <storage A> -remotedev <storageB> -type mmir <volume A>:<volume B>

Storage A
Roll, Source

A
lliiial ssccssosed

Status: Suspended

Established
but suspended

ee00ss0c0ersssscseg

Storage B
Roll: Target

seccsse

Unchanged

Figure 7-5 Running the failbackpprc command

Example 7-22 shows the failback of three former Metro Mirror pairs. The former source
volumes 0100, 0101, and 0102 are on site A. The former target volumes 0200, 0201, and

0202 (in a suspended state) are on site B. The failback is to site B.

Example 7-22 Output of the failbackpprc command

dscli> failbackpprc -dev IBM.1750-13AAG8A -remotedev IBM.1750-13ABVDA -type mmir 0200-0202:0100-0102
Date/Time: October 19, 2005 3:54:12 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

CMUC001971 failbackpprc: Remote Mirror and Copy pair 0200:0100 successfully failed back.
CMUC001971 failbackpprc: Remote Mirror and Copy pair 0201:0101 successfully failed back.
CMUC001971 failbackpprc: Remote Mirror and Copy pair 0202:0102 successfully failed back.

294

IBM System Storage Copy Services and IBM i: A Guide to Planning and Implementation




If you look closely at the relationship and properties of Metro Mirror, you can see that the
status of the new source volume is Copy Pending and that the number of OutofSyncTracks is
reduced, as shown in Example 7-23.

Example 7-23 Output of the Ispprc command: Resync

dscli> Tspprc -dev IBM.1750-13AAG8A -1 0200-0202

Date/Time: October 19, 2005 3:54:27 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
ID State Reason Type Out Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0200:0100 Copy Pending - Metro Mirror 22969 Disabled Disabled invalid
- 02 0 Disabled Invalid
0201:0101 Copy Pending - Metro Mirror 41251 Disabled Disabled invalid
- 02 0 Disabled Invalid
0202:0102 Copy Pending - Metro Mirror 23412 Disabled Disabled invalid
- 02 0 Disabled Invalid

After the initial copy is completed, you can see that the status of the new source volume is
Full Duplex, and the number of OutofSyncTracks is 0, as shown in Example 7-24.

Example 7-24 Output of the Ispprc command: Copy complete

dscli> Tspprc -dev IBM.1750-13AAG8A -1 0200-0202

Date/Time: October 19, 2005 3:56:39 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
ID State Reason Type OQut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0200:0200 Full Duplex - Metro Mirror O Disabled Disabled invalid
- 02 0 Disabled Invalid
0201:0201 Full Duplex - Metro Mirror 0 Disabled Disabled invalid
- 02 0 Disabled Invalid
0202:0202 Full Duplex - Metro Mirror 0 Disabled Disabled invalid
- 02 0 Disabled Invalid

7.4.2 Making the volumes available on the local site

To perform an IPL of the server from the volumes on the storage on the local site, the volumes
must be available for read and write. Making the volumes on the local site available is a
two-step process. Follow these steps:

1. Turn off the server on the remote site. To switch back the system to the local site, the
server on the remote site must be in a state of shutdown before the Metro Mirror
relationship is suspended. Otherwise, the IPL of the server on the local site will be
abnormal and might take longer to complete. If you do turn off the server, review the
application data for consistency because there is a possibility that some application data
in the memory is not written to the disk.

Follow the shutdown procedures for your site or use the PWRDWNSYS command. After
you complete the shutdown process of the server on the remote site, ensure that the
number of OutOfSyncTracks is 0 and the status of Metro Mirror is Full Duplex with DS CLI.

2. Failover Metro Mirror to the local site with DS CLI in order to make the earlier source
volumes available, by using the following command:

dscli failoverpprc -dev <source storage_image_ID> -remotedev <target
storage_image_ID> -type mmir <source_volume_ID>:<target_volume_ID>
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This command performs the following actions:

— Terminates the previous Metro Mirror relationship
— Establishes the new Metro Mirror relationship
— Suspends the new Metro Mirror relationship

The state of the previous source volume is preserved, taking into account the fact that the
previous source LSS might no longer be reachable.

The failoverpprc command changes the previous target volumes to new source volumes
and its status is changed to Suspended, as shown in Figure 7-6. Therefore, the server can
access the new suspended volumes to read and write.

Server B
Storage A Storage B
Before 9 Roll: Target 9 Rol Source
3
Mirroring Copy -
Status: Full-Duplex Status: Full-Duplex

failoverpprc —dev <storage A> —remotedev <storageB> -type mmir <volume A>:<volume B>

Server A
After
Storage A Storage B
Rol& Source Roll: Target
> Established 3
W but suspended W
P00 0OOOONINISNNNSSIOIOGIPIIINIIOIOIGIOIIISIITS
Status: Suspended Unchanged

Figure 7-6 Running failoverppre to local site

Example 7-25 shows the failover of three Metro Mirror pairs. The source volumes 0200, 0201,
and 0202 (these were the original targets) are on site B. The target volumes 0100, 0101, and
0102 (these were the original source) are on site A. Failover is to site A.

Example 7-25 Output of the failoverpprc command

dscli> failoverpprc -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -type mmir 0100-0102:0200-0202
Date/Time: October 19, 2005 3:58:34 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC001961 failoverpprc: Remote Mirror and Copy pair 0100:0200 successfully reversed.

CMUC001961 failoverpprc: Remote Mirror and Copy pair 0101:0201 successfully reversed.

CMUC001961 failoverpprc: Remote Mirror and Copy pair 0102:0202 successfully reversed.
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If you look closely at the relationship and properties of Metro Mirror, you can see that the
status of the new source volume is Suspended and the reason is Host Source, as shown in
Example 7-26.

Example 7-26 Output of the Ispprc command

dscli> Tspprc -dev IBM.1750-13ABVDA -1 0100-0102

Date/Time: October 19, 2005 3:58:44 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

ID State Reason Type Qut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0100:0200 Suspended Host Source Metro Mirror 0 Disabled Disabled invalid
- 010 Disabled Invalid
0101:0201 Suspended Host Source Metro Mirror 0 Disabled Disabled invalid
- 010 Disabled Invalid
0102:0202 Suspended Host Source Metro Mirror 0 Disabled Disabled invalid
- 010 Disabled Invalid

7.4.3 Performing an IPL of the production server on the local site

After running the failoverpprc command successfully, you can perform the IPL of the
production server from the volumes on the local site. If you did not change any settings on the
system in the remote site, and shut down the operating system before failing over the Metro
Mirror, you can perform an IPL on the production system with normal mode.

As long as the physical hardware resources of the production server, such as Ethernet
adapters, expansion enclosures, and so on, have not changed on the local site, the server
detects the hardware resources that are associated with the line descriptions again. The
operating system then varies on LIND and starts the TCP/IP interface addresses
automatically. However, the IPL of the recovered server should be performed carefully,
regardless of whether you changed some settings on the system in the remote site. We
recommend that you perform an IPL on the server manually to a restricted state before you
allow users to access the application on the production server.

To perform an IPL on the production server with restricted state, follow the steps in 6.2.4,
“Performing an IPL of the target server” on page 259.
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7.4.4 Starting Metro Mirror from the local site to remote site (original direction)

The next stage of the recovery process is to start the synchronization from the volumes on the
local storage to the volumes on the remote storage again. The resynchronization returns the
system to a state of readiness and runs in normal disaster protection mode on the local site,
as shown in Figure 7-7. The resynchronization from the local site to the remote site is a
one-step process.
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Figure 7-7 Resynchronization from the local site to the remote site

When you start synchronization, the target volumes become SCSI reserved again being
unavailable to the host.

Important: Before you start Metro Mirror, the operating system of system B must be in a
state of shutdown. Otherwise, this operating system will hang.

To resynchronize from the new source volumes to new target volumes, enter the following
command:

dscli failbackpprc -dev <source storage image ID> -remotedev <target
storage_image ID> -type mmir <source_volume_ID>:<target volume ID>

This command performs the following actions:

» Checks the preserved state of the previous source volume to determine how much data to
copy back.

» Copies either all the tracks or only the OutOfSyncTracks from the volume on the remote
storage.

» Copies the subsequent written data on the source volumes to the target volumes
synchronously after initial copy, where the status of both the volumes become Full Duplex.
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The failbackpprc command changes the status of the target volume to Full Duplex, as
shown in Figure 7-8. Therefore, the server cannot access the new target volumes to read and

write.
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Figure 7-8 Running failbackpprc

Example 7-27 shows the failback of three former Metro Mirror pairs. The former source
volumes 0200, 0201, and 0202 are on site B. The former target volumes 0100, 0101, and
0102 (in a suspended state) are on site A. Failback is to site A.

Example 7-27 Output of the failbackpprc command

dscli> failbackpprc -dev IBM.1750-13AAG8A -remotedev IBM.1750-13ABVDA -type mmir 0200-0202:0100-0102
Date/Time: October 19, 2005 3:54:12 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
CMUC001971 failbackpprc: Remote Mirror and Copy pair 0200:0100 successfully failed back.

CMUC001971 failbackpprc: Remote Mirror and Copy pair 0201:0101 successfully failed back.

CMUC001971I failbackpprc: Remote Mirror and Copy pair 0202:0102 successfully failed back.

After finishing the initial copy, you can see that the status of the new source volume is Full
Duplex and the number of OutofSyncTracks is 0, as shown in Example 7-28.

Example 7-28 Output of the Ispprc command

dscli> Tspprc -1 0200-0202

Date/Time: October 19, 2005 3:59:21 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
ID State Reason Type Qut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0200:0200 Full Duplex - Metro Mirror 0 Disabled Disabled invalid
- 02 0 Disabled Invalid
0201:0201 Full Duplex - Metro Mirror 0 Disabled Disabled invalid
- 02 0 Disabled Invalid
0202:0202 Full Duplex - Metro Mirror 0 Disabled Disabled invalid
- 02 0 Disabled Invalid
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Implementing Global Mirror
using the DS CLI

In this chapter, we show how to implement the Global Mirror function of IBM System Storage
Copy Services with i5/0S using the DS command-line interface (CLI).
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8.1 Overview of the test environment

In this chapter, we describe how to implement Global Mirror with the entire direct access
storage device (DASD) space of the System i5 environment. Before we begin that discussion,
we provide an overview of the test environment in this section. Figure 8-1 provides an
overview of the test environment used in this implementation example.
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Figure 8-1 Test environment

System A is the production server, and system B is the backup server. System A is connected
to storage A. An IPL is performed on System A from a storage area network (SAN) with 2847
I/O processor (IOP), having a load source unit in volume 0100 and a mirrored load source unit
in volume 0101. The first 2847 feature card is tagged as the load source in the Hardware
Management Console (HMC) partition profile.

Note: If you are using i5/0S V6R1 or later, you need to use the new multipath load source
support instead of mirroring the load source for providing path protection.

Storage A and storage B are connected with Fibre Channel (FC) cables. This implementation
example assumes that system A and storage A are on local site A and system B and storage
B are on remote site B.

In this implementation example, a Global Mirror environment is created between storage A
and storage B. The business application is then switched over from local site A to remote
site B. Finally, the business application is switched back from remote site B to local site A.
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Implementation of Global Mirror for the entire DASD space involves the following tasks:
1. Create a Global Mirror environment:

Create Peer-to-Peer Remote Copy (PPRC) paths.
Create Global Copy relationships.

Create FlashCopy relationships.

Create a Global Mirror session.

Start a Global Mirror session.

PoooTp

2. Switch over the system from the local site to the remote site:

Make the volumes available on the remote site.

Check and recover the consistency group of the FlashCopy target volumes.
Reverse the FlashCopy relationships.

Recreate the FlashCopy relationships.

Perform an IPL of the backup server on the remote site.

Pop o

3. Switch back the system from the remote site to the local site:

a. Start Global Copy in reverse direction from the remote site to the local site.

b. Make the volumes available on the local site.

c. Start Global Copy in the original direction from the local site to the remote site.
d. Check or restart the Global Mirror session.

e. Perform an IPL of the production server on the local site.

We describe these steps in detail in the remaining sections of this chapter.

8.2 Creating a Global Mirror environment

Before you create a Global Mirror environment, you must:
1. Create the volumes for the backup server.
2. Create the volume groups and host connections for booting the backup server.

3. To perform an IPL from the copied load source unit on external storage, set the tagged
load source unit to 2847 IOP or the Fibre Channel I/O adapter (IOA) that is connected to

the copied load source unit in the HMC partition profile.

You need to perform these tasks only the first time that you set up the Global Mirror
environment. Change the settings only if the source environment changes. Our example
assumes that you have already completed these tasks.
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Important: If you are considering using Metro Mirror, Global Mirror, or FlashCopy for the
replication of the load source unit or other i5/0S disk units within the same DS6000 or
DS8000 or between two or more DS6000 or DS8000 systems, the source volume and the
target volume characteristics must be identical. The target and source must have matching
capacities and matching protection types. For example, a protected 35 GB i5/0S volume
must be replicated to another protected 35 GB volume if it is to be used in a replicated
i5/0S configuration. It cannot be replicated to an unprotected 35 GB volume or to a volume
of any other capacity. If you plan to migrate your load source from one size LUN to a larger
size, use the System i copy disk unit data utility that is available in Dedicated Service
Tools (DST).

In addition, the DS CLI offers the capability to change, such characteristics as the
protection type of a previously defined volume. After a volume is assigned to an i5/0S
partition and added to that partition’s configuration, its characteristics must not be
changed. If there is a requirement to change a characteristic of a configured volume, you
must first completely remove it from the System i ASP configuration. After the
characteristic changes, such as protection type and capacity, are made by destroying and
recreating the volume or by using the DS CLI, you can reassign the volume into the
System i configuration. To simplify the configuration, we recommend that you have a
symmetrical configuration between two IBM System Storage solutions, creating the same
volumes with the same volume IDs (LSSs and volume numbers).

For FlashCopy, we recommend that you plan the target volumes in order to be assigned on
a different rank from where the source volumes are assigned for performance of the
source server.

For more information about creating volumes, volume groups, and host connects, as well as
tagging the load source IOP, refer to IBM i and IBM System Storage: A Guide to Implementing
External Disk on IBM i, SG24-7120.

8.2.1 Creating Peer-to-Peer Remote Copy paths

Global Mirror is a combination of Global Copy, which is asynchronous PPRC, and FlashCopy,
as shown in Figure 8-2. Create the PPRC path for Global Copy between volume A and

volume B.
Storage A Storage B
Roll: Source Roll: Target
> )
I Global Copy M W
Status: Pending Status: Pending  Flash Copy

Figure 8-2 Basic Global Mirror configuration

For Global Copy, the PPRC paths must exist for every logical subsystem (LSS) between the
source LSS, with which the source volumes are associated, and the target LSS, with which
the target volumes are associated.
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If you have a subordinate storage server for consistency group, establish a PPRC path
between each subordinate storage and the corresponding Global Copy target storage. Also,
establish the PPRC path between the master storage and any subordinate storage, as shown

in Figure 8-3.
System A
Subordinate
9 -— -—
O—==
Flash Copy
PPRC path
|Master
g - -
e}
L Flash Copy

Figure 8-3 Global Mirror with subordinate storage

Creating the PPRC path for Global Copy is a four-step process.

Important: When creating the PPRC paths, consider the following points during the
planning phase:

2

For performance, use dedicated I/O ports for PPRC. Do not share them with the I/O of
your servers. Use SAN switch zoning to restrict the server’s storage system 1/O port
usage (see 3.2.5, “Planning for SAN connectivity” on page 67).

For redundancy, create at least two paths between the same LSS. Use each I/O port of
two or more different controllers in case of failure or maintenance of one of the
controllers. For example, one path can use port I00xx on controller 0, and the other
path can use port 101xx on controller 1.

Follow these steps:

1.

Check which source LSS and target LSS are available on each System Storage solution.

Which LSS is associated with which volume depends on the LSS volume ID. Each volume
has a four-digit hexadecimal volume ID, such as 0100. The first two digits indicate the LSS
ID.

If the volume that you want to define as the source has the volume ID 0100, its LSS ID is
01.

If the volume that you want to define as the target has the volume ID 0200, its LSS ID is
02.
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Therefore, to see which source LSS and target LSS are available, look at the volume ID of
the volume you want to include in the Global Copy relationship. To obtain the volume ID,
enter the following command:

dscli 1sfbvol -dev <storage image ID>

The results of the 1sfbvol command show the hexadecimal volume ID, where the fist two
digits indicate the LSS ID. Example 8-1 lists the available fixed block volumes for the
source in storage A.

Example 8-1 Output of the Isfbvol command on system A

dscli> 1sfbvol -dev IBM.1750-13-ABVDA
Date/Time: October 26, 2005 6:42:15 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

Name

1ttn2-1s-prd
1ttn2-1sm-prd

ID

01
01

accstate datastate configstate deviceMTM datatype extpool cap (2°30B) cap (1079B)
50 Online  Normal Normal 1750-A85 FB 520U P1 32.8 35.2
51 OnTine Normal Normal 1750-A85 FB 520U Pl 32.8 35.2
52 OnTline Normal Normal 1750-A05 FB 520P Pl 32.8 35.2

1ttn2-dk2-prd

01

Example 8-2 lists the available fixed block volumes for the target in storage B. Our
example shows that the source LSS ID is 01 in storage A and that the target LSS ID is also
01 in storage B.

Example 8-2 Output of the Isfbvol command on system B

dscli> 1sfbvol -dev IBM.1750-13AAG8A
Date/Time: October 26, 2005 6:42:27 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

Name

1ttn2-1s-gm
1ttn2-1sm-gm
1ttn2-dk2-gm
1ttn2-1s-gmf
1ttn2-1sm-gmf

ID accstate datastate configstate deviceMTM datatype extpool cap (2°30B) cap (1079B)
0150 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
0151 Online Normal Normal 1750-A85 FB 520U P3 32.8 35.2
0152 Online  Normal Normal 1750-A05 FB 520P P3 32.8 35.2
0180 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
0181 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
0182 Online  Normal Normal 1750-A05 FB 520P P3 32.8 35.2

1ttn2-dk2-gmf

2. Check the worldwide node name (WWNN) of the target storage. The WWNN is unique in

every IBM System Storage solution and is a required parameter for the command to
create the PPRC paths. Use the following DS CLI command to display the list of storage
images with their WWNNSs configured in a storage complex:

dscli Tssi

You need to run this command on both your source and target storage system, unless the
source storage and the target storage are configured within the same storage complex on
your System Management Console (SMC) or HMC so that both WWNNs are displayed in
the result.

Example 8-3 lists the WWNN of source storage A and target storage B.

Example 8-3 Output of the Issi command

dscli> 1ssi

Date/Time: November 1, 2005 8:29:03 AM JST IBM DSCLI Version: 5.0.6.142

Name ID

Storage Unit Model WWNN State ESSNet

- IBM.1750-13AAG8A IBM.1750-13AAG8A 511  500507630EFFFC68 Online Enabled
- IBM.1750-13ABVDA IBM.1750-13ABVDA 511  500507630EFE0154 Online Enabled
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This example shows that the WWNN of the target storage is 500507630EFFFC68 from its
Storage Unit ID IBM.1750-13AAG8A. Write down the WWNN of the source storage,
500507630EFEO154. This is essential to create the PPRC path for the reverse direction.

3. Check which 1/O ports are available for the PPRC paths between the source LSS and the
target LSS. Enter the following command to see the available ports:

dscli 1savailpprcport -dev <source storage image ID> -remotedev <target
storage_image ID> -remotewwnn <WWNN of target Storage image>
<Source LSS ID>:<Target LSS ID>

Note: For this command, you can specify any available LSS pair that you want for
source and target.

The result of the 1savailpprcport command displays a list of FC 1/O ports that can be
defined as PPRC paths, as shown in Example 8-4. Each row indicates the available 1/0
port pair. The local port is on local storage and the attached port is on remote storage.

Example 8-4 lists the available PPRC ports between storage A on site A and storage B on
site B.

Example 8-4 List of available ports

dscli> 1savailpprcport -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -remotewwnn 500507630EFFFC68 01:01
Date/Time: October 26, 2005 9:36:35 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
Local Port Attached Port Type

10000 10003 FCP
10001 10102 FCP

Example 8-5 lists the available PPRC ports from storage B on site B to storage A on site A
for the reverse direction. This example shows that there are two available ports for PPRC.

Example 8-5 Output of the Isavailpprcport command

dscli> Tsavailpprcport -dev IBM.1750-13AAG8A -remotedev IBM.1750-13ABVDA -remotewwnn 500507630EFE0154 01:01
Date/Time: November 2, 2005 1:31:33 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
Local Port Attached Port Type

10003 10000 FCP
10102 10001 FCP
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An I/O port number has four digits to indicate its location, as shown in Figure 8-4:

The first digit (R) is for the frame location.

The second digit (E) is for the /0O enclosure.
The third digit (C) is for the adapter.
The fourth digit (P) is for the adapter’s port.

DSSOOO - - - Device - - Device
Slot0  Slot1 Slot2 Slot3 Slot4 Slot5 Slot0  Slot1 Slot2 Slot3 Slot4 Slot5
Enclosure 0 Enclosure 1
(io200)| (Ci0210)|  |[i0230]|10240) Closoo)| Cosidl|f N
Slot 0 Slot 1 Slot2 Slot3 Slot4 Slot5 Slot 0 Slot 1 Slot2 Slot3 Slot4 Slot5
Enclosure 2 Enclosure 3
DS6000 10000 10001 10002 10003
Controller 0
Controller 1

Figure 8-4 DS8000 and DS6000 port numbering

4. For PPRC path redundancy we recommend that you select two from the list of the
available /O port pairs. Create the PPRC paths by running the following command:

dscli mkpprcpath -dev <source storage_image_ID> -remotedev <target
storage_image_ID> -remotewwnn <WWNN of target Storage_ image> -srclss
<Source_LSS_ID> -tgtlss <Target LSS _ID> <Source_I0_Port>:<Target_ IO Port>
<Source_I0_Port>:<Target_IO Port> ...

The mkpprcpath command establishes or replaces PPRC paths between the source LSS
and the target LSS over an FC connection. Replaces means that if you run this command
again with different source_IO_port and target_IO_port paramenters your previous paths
are lost unless you also specify them with the command.

Note: This command creates path or paths in one direction from the source LSS to the
target LSS. If you want to run the mirror copy in the reverse direction to switch back the
business application, create the path or paths also in the reverse direction.
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Example 8-6 shows the creation of a PPRC path from source LSS 01 on storage A on site
A on target LSS 01 on storage B on site B.

Example 8-6 Output of the mkpprcpath command: From system A to system B

dsc1li> mkpprcpath -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -remotewwnn 500507630EFFFC68
-srclss 01 -tgtlss 01 I10000:10003

Date/Time: October 26, 2005 9:40:52 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00149I mkpprcpath: Remote Mirror and Copy path 01:01 successfully established.

Example 8-7 shows the creation of a PPRC path from source LSS 01 on storage B on site
B on target LSS 01 on storage A on site A for the reverse direction.

Example 8-7 Output of the mkpprcpath command: From system B to system A

dsc1i> mkpprcpath -dev IBM.1750-13AAG8A -remotedev IBM.1750-13ABVDA -remotewwnn 500507630EFEQ154
-srclss 01 -tgtlss 01 I0003:I0000

Date/Time: October 26, 2005 9:52:59 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00149I mkpprcpath: Remote Mirror and Copy path 01:01 successfully established.

Displaying a PPRC path
To display an established PPRC path, enter the following command:

dscli 1spprcpath -dev <storage image ID> <source LSS ID>
Example 8-8 lists the PPRC path for LSS 01 on storage A.

Example 8-8 Output of the Ispprcpath command on system A

dscli> l1spprcpath -dev IBM.1750-13ABVDA 01
Date/Time: October 26, 2005 9:53:42 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
Src Tgt State SS  Port Attached Port Tgt WWNN

01 01 Success FFO1 I0000 10003 500507630EFFFC68

Example 8-9 lists the PPRC path for LSS 02 on storage B. This example shows that the
current status of the path is Success.

Example 8-9 Output of the Ispprcpath command on system B

dscli> 1spprcpath -dev IBM.1750-13AAG8A 01
Date/Time: October 26, 2005 10:04:56 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
Src Tgt State SS  Port Attached Port Tgt WWNN

01 01 Success FFO1 I0003 I0000 500507630EFE0154

Removing a PPRC path
To remove an established PPRC path, use the following command:

dscli rmpprcpath -quiet -dev <storage_image ID> -remotedev <storage image ID>
-remotewwnn <WWNN of target Storage image> <Source LSS ID>:<Target LSS ID>

To show the confirmation prompt, omit the -quiet option.
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Example 8-10 shows the removal of the PPRC path from source LSS 01, on storage A on site
A, on target LSS 01 on storage B on site B.

Example 8-10 Output of the rmpprcpath command

dsc1i> rmpprcpath -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -remotewwnn 500507630EFFFC68 01:01
Date/Time: November 2, 2005 3:00:23 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00152W rmpprcpath: Are you sure you want to remove the Remote Mirror and Copy path 01:01:? [y/n]:y
CMUC001501 rmpprcpath: Remote Mirror and Copy path 01:01 successfully removed.

8.2.2 Creating a Global Copy relationship

Note: If Global Copy pairs are in several LSSs, select all of them during this process or run
the process again on each LSS. If Global Copy pairs are spread over several storage
images, run this process again on each of them.

Now that the PPRC path is ready, create the Global Copy relationship:

1. Check which fixed block volumes are available for Global Copy on the source LSS and the
target LSS. Use the following command to display the volumes:

dscli 1sfbvol -dev <storage image ID>

Example 8-11 lists the available fixed block volumes for the source in storage A.

Example 8-11 Output of the Isfbvol command on system A

dscli> 1sfbvol -dev IBM.1750-13-ABVDA
Date/Time: October 26, 2005 6:42:15 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

Name ID accstate datastate configstate deviceMTM datatype extpool cap (2°30B) cap (1079B)
1ttn2-1s-prd 0150 Online  Normal Normal 1750-A85 FB 520U P1 32.8 35.2
1ttn2-1sm-prd 0151 Online  Normal Normal 1750-A85 FB 520U Pl 32.8 35.2
1ttn2-dk2-prd 0152 Online  Normal Normal 1750-A05 FB 520P P1 32.8 35.2

Example 8-12 lists the available fixed block volumes for the target in storage B. Our
example shows that the source volumes for the Global Copy are 0150, 0151, and 0152 on
storage A, and the target volumes for the Global Copy are 0150, 0151, and 0152 on
storage B. In addition, the volumes 0180, 0181, and 0182 on storage B are the target
volumes for FlashCopy.

Example 8-12 Output of the Isfbvol command on system B

dscli> 1sfbvol -dev IBM.1750-13AAG8A
Date/Time: October 26, 2005 6:42:27 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

Name ID accstate datastate configstate deviceMTM datatype extpool cap (2°30B) cap (10°9B)
1ttn2-1s-gm 0150 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
1ttn2-1sm-gm 0151 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
1ttn2-dk2-gm 0152 Online  Normal Normal 1750-A05 FB 520P P3 32.8 35.2
1ttn2-1s-gmf 0180 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
1ttn2-1sm-gmf 0181 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
1ttn2-dk2-gmf 0182 Online  Normal Normal 1750-A05 FB 520P P3 32.8 35.2
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2. Select pairs of volumes between both the sites and create the Global Copy pairs. Use the
following command to create the pairs:

dscli mkpprc -dev <source storage _image ID> -remotedev<target storage image ID>
-type gcp <Source Volume>:<Target Volume> ...

If the Global Copy target volumes are already synchronized, use the -mode nocp option to
omit the initial background synchronization.

Example 8-13 shows the creation of three Global Copy pairs. The source volumes 0150,
0151, and 0152 are on storage A on site A, and the target volumes 0150, 0151, and 0152

are on storage B on site B.

Example 8-13 Output of the mkpprc gcp command

dscli> mkpprc -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -type gcp -tgtread 0150:0150 0151:0151

0152:0152

Date/Time: October 26, 2005 9:45:48 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

CMUC00153I mkpprc: Remote Mirror and Copy volume pair relationship 0150:0150 successfully created.
CMUC00153I mkpprc: Remote Mirror and Copy volume pair relationship 0151:0151 successfully created.
CMUCO0153I mkpprc: Remote Mirror and Copy volume pair relationship 0152:0152 successfully created.

To view a Global Copy relationship and its properties, use the following command:

dscli 1spprc -1 -dev <source storage image ID> -remotedev <target
storage_image ID> <source volume ID>:<target volume ID> ...

To omit the current OutOfSyncTracks displayed attribute, remove the target volume ID

parameter and the -1 option.

Example 8-14 lists the Global Copy relationship for the volume pairs. The source volumes
0150, 0151, and 0152 are on storage A on site A, and the target volumes 0150, 0151, and
0152 are on storage B on site B.

Example 8-14 Output of the Ispprc command

dscli> Tspprc -

1 -dev IBM.1750-13ABVDA 0150-0152

Date/Time: October 26, 2005 9:46:50 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
Reason Type OQut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
SourcelLSS Timeout (secs) Critical Mode First Pass Status

ID State
Date Suspended

0150:0150 Copy

0151:0151 Copy

0152:0152 Copy

Pending - Global Copy 519038
01 300 Disabled
Pending - Global Copy 529669
01 300 Disabled
Pending - Global Copy 518732
01 300 Disabled

Enabled Disabled invalid

False

Enabled Disabled invalid
False

Enabled Disabled invalid
False

This example shows that the current number of tracks that are not synchronized is
displayed as the OutofSyncTracks attribute. This attribute tells you how the initial
asynchronous background copy is progressing. When the number of OutOfSyncTracks
becomes 0, all the data is copied from the source volume on the source storage system, to
the target volume on the target storage system through the initial asynchronous

background copy process.
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When the initial background copy is completed, the results shown in Example 8-15 are
displayed. This example shows that the current number of tracks that are not synchronized
is 0. The initial asynchronous background copy from the source volume on storage A on
site A to the target volume on site B is completed. Then the subsequent data written on
the source volumes is copied to the target volumes asynchronously. Therefore, the status
continues to be Copy Pending.

Example 8-15 Output of the Ispprc command: Progress

dscli> Tspprc -1 -dev IBM.1750-13ABVDA 0150-0152

Date/Time: October 26, 2005 11:30:01 PM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
ID State Reason Type Qut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0150:0150 Copy Pending - Global Copy 0 Enabled Disabled invalid
- 01 300 Disabled True
0151:0151 Copy Pending - Global Copy O Enabled Disabled invalid
- 01 300 Disabled True
0152:0152 Copy Pending - Global Copy 0 Enabled Disabled invalid
- 01 300 Disabled True

Ending a Global Copy relationship
To end or terminate a Global Copy relationship, enter the following command:

dscli rmpprc -quiet -dev <source storage image ID> -remotedev <target
storage_image ID> <source volume ID>:<target volume ID> ...

To see the confirmation prompt, omit the -quiet option.

Example 8-16 shows the termination of Global Copy relationships for volume pairs. The
source volumes 0150, 0151, and 0152 are on storage A on site A, and target volumes 0150,
0151, and 0152 are on storage B on site B with the confirmation prompt.

Example 8-16 Output of the rmpprc command

dscli> rmpprc -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A 0150-0152:0150-0152

Date/Time: November 2, 2005 1:20:58 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUCO0160W rmpprc: Are you sure you want to delete the Remote Mirror and Copy volume pair relationship
0150-0152:0150-0152:? [y/n]:y

CMUCO0155I rmpprc: Remote Mirror and Copy volume pair 0150:0150 relationship successfully withdrawn.
CMUC001551 rmpprc: Remote Mirror and Copy volume pair 0151:0151 relationship successfully withdrawn.
CMUCO0155I rmpprc: Remote Mirror and Copy volume pair 0152:0152 relationship successfully withdrawn.

8.2.3 Creating a FlashCopy relationship

Note: If FlashCopy pairs are in several LSSs, select a// of them during this process or run
the process again on each LSS. If FlashCopy pairs are spread over several storage
images, run this process again on each of them.

Now that the Global Copy relationship is established, create the FlashCopy relationships
between source volume B and target volume C on storage B at site B. Follow these steps:

1. Check which fixed block volumes are available for FlashCopy pairs on the Global Mirror
target storage image by using the following command:

dscli Tsfbvol -dev <storage_image_ID>
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Example 8-17 lists the available fixed block volumes for the source in storage B. This
example shows that the source volumes for the FlashCopy are 0150, 0151, and 0152 on
storage B, and the target volumes for the FlashCopy are 0180, 0181, and 0182 on storage

B.

Example 8-17 Output of the Isfbvol command

dscli> 1sfbvol -dev IBM.1750-13AAG8A
Date/Time: October 26, 2005 6:42:27 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

Name

1ttn2-1s-gm
1ttn2-1sm-gm
1ttn2-dk2-gm
1ttn2-1s-gmf
1ttn2-1sm-gmf
1ttn2-dk2-gmf

ID accstate datastate configstate deviceMTM datatype extpool cap (2°30B) cap (1079B)

0150 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
0151 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
0152 Online  Normal Normal 1750-A05 FB 520P P3 32.8 35.2
0180 Online  Normal Normal 1750-A85 FB 520U P3 32.8 35.2
0181 Online Normal Normal 1750-A85 FB 520U P3 32.8 35.2
0182 Online  Normal Normal 1750-A05 FB 520P P3 32.8 35.2

2. Select volume pairs between both sites and create FlashCopy relationships between the

Global Copy target volumes B becoming your FlashCopy source volumes and your

designated FlashCopy target volumes C (see Figure 8-2 on page 304). When you create a

Global Mirror environment, there is a FlashCopy relationship that requires certain
attributes to be configured. These attributes are incremental, revertible, and nocopy

FlashCopy functions. Use the following command to create the FlashCopy relationship:

dscli mkflash -dev <storage image ID> -record -persist -nocp
<Source_Volume>:<Target Volume>...

In this command, the -record option is required to enable change recording because

Global Mirror uses this FlashCopy relationship as incremental FlashCopy. The -persist
option is required for incremental and revertible FlashCopy. The -nocp option is required

for FlashCopy without background copy.

Example 8-18 shows the creation of three FlashCopy pairs with source volumes 0150,
0151, and 0152, and target volumes 0180, 0181, and 0182 on storage B on site B.

Example 8-18 Output of the mkflash command

dscli> mkflash -dev IBM.1750-13AAG8A -record -persist -nocp 0150:0180 0151:0181 0152:0182
Date/Time: October 26, 2005 9:56:40 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
CMUC00137I mkflash: FlashCopy pair 0150:0180 successfully created.

CMUC00137I mkflash: FlashCopy pair 0151:0181 successfully created.

CMUC00137I mkflash: FlashCopy pair 0152:0182 successfully created.

Displaying a FlashCopy relationship and properties
To display a FlashCopy relationship and its properties, enter the following command:

dscli 1sflash -1 -dev <storage image ID> <source volume ID>:<target volume ID>..

To omit the current OutOfSyncTracks displayed attributes, remove the target volume ID
parameter and the -1 option.
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Example 8-19 lists FlashCopy relationships for volume pairs with source volumes 0150, 0151,
and 0152. This example shows that the SequenceNum of each pair is 0. This number
changes each time there is an automatic incremental FlashCopy for saving a Global Mirror
consistency group after starting the Global Mirror session.

Example 8-19 Output of the Isflash command

dscli> 1sflash -1 -dev IBM.1750-13AAG8A 0150-0152
Date/Time: October 26, 2005 9:57:11 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

ID SrcLSS SequenceNum Timeout ActiveCopy Recording Persistent Revertible SourceWriteEnabled
TargetWriteEnabTed BackgroundCopy OutOfSyncTracks DateCreated DateSynced

0150:0180 01 0 300 Disabled Enabled Enabled Disabled Enabled

Enabled Disabled 534475 Wed Oct 26 04:38:46 JST 2005 Wed Oct 26 04:38:46 JST 2005
0151:0181 01 0 300 Disabled Enabled Enabled Disabled Enabled

Enabled Disabled 535788 Wed Oct 26 04:38:46 JST 2005 Wed Oct 26 04:38:46 JST 2005
0152:0182 01 0 300 Disabled Enabled Enabled Disabled Enabled

Enabled Disabled 534353 Wed Oct 26 04:38:46 JST 2005 Wed Oct 26 04:38:46 JST 2005

Ending a FlashCopy relationship
To end or terminate a FlashCopy relationship, use the following command:

dscli rmflash -quiet -dev <storage image ID> <source volume ID>:<target volume_ ID>
To view the confirmation prompt, omit the -quiet option.

Example 8-20 shows the termination of FlashCopy sessions for volume pairs with source
volumes 0150, 0151, and 0152 and target volumes 0180, 0181, and 0182 without the
confirmation prompt.

Example 8-20 Output of the rmflash command

dscli> rmflash -quiet -dev IBM.1750-13AAG8A 0150-0152:0180-0182

Date/Time: November 2, 2005 1:19:38 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
CMUC00140I rmflash: FlashCopy pair 0150:0180 successfully removed.

CMUC00140I rmflash: FlashCopy pair 0151:0181 successfully removed.

CMUC00140I rmflash: FlashCopy pair 0152:0182 successfully removed.

8.2.4 Creating a Global Mirror session

After establishing the FlashCopy relationships, define the Global Mirror session and create a
session ID between 1 and 255. Define this session number to all its LSSs that are
participating in the session. Creating a Global Mirror session with DS CLI is a one-step
process.

To create a Global Mirror session for an LSS by specifying the volume ID and session ID,
enter the following command:

dscli mksession -dev <storage_image ID> -1ss <LSS ID> -volume
<volume_ID>,<volume_ID> <session ID>
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Example 8-21 shows the creation of session number 01 for LSS 01 on storage A on site A.

Example 8-21 Output of the mksession command

dscli> mksession -dev IBM.1750-13ABVDA -Tss 01 -volume 0150-0152 01
Date/Time: October 26, 2005 10:01:08 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00145I mksession: Session 01 opened successfully.

Note: Repeat this process for each LSS on each master storage server and subordinate
storage server. Define the same session number to all the LSSs in the subordinate storage
servers participating in the session.

Displaying the volumes assigned to Global Mirror

To display a list of the volumes assigned to a Global Mirror session and their properties, use
the following command:

dscli 1ssession -1 -dev <storage _image ID> <LSS ID>

Example 8-22 lists the volumes that are assigned to a Global Mirror session and its properties
on LSS 01 on storage A. This example shows that the status of the volume is Join Pending
because this Global Mirror session is not yet started.

Example 8-22 Output of the Issession command

dscli> Tssession -dev IBM.1750-13ABVDA 01

Date/Time: October 26, 2005 10:01:46 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

LSS ID Session Status Volume VolumeStatus PrimaryStatus SecondaryStatus  FirstPassComplete
AllowCascading

01 01 Normal 0150 Join Pending Primary Copy Pending Secondary Simplex False
Disable
01 01 Normal 0151 Join Pending Primary Copy Pending Secondary Simplex False
Disable
01 01 Normal 0152 Join Pending Primary Copy Pending Secondary Simplex False
Disable

To change the volumes that are participating in the Global Mirror session for each LSS, use
the following command:

dscli chsession -dev <storage image ID> -1ss <LSS ID> -action <add or remove>
-volume <volume ID> <session ID>

Removing a Global Mirror session
To remove a Global Mirror session for each LSS, enter the following command:

dscli rmsession -quiet -dev <storage image ID> -1ss <LSS ID> <session number>
To view the confirmation prompt, omit the -quiet option.
Example 8-23 shows the removal of session number 01 for LSS 01 on storage A on site A.

Example 8-23 Output of the rmsession command

dscli> rmsession -dev IBM.1750-13ABVDA -Tss 01 01

Date/Time: November 2, 2005 2:39:46 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00148W rmsession: Are you sure you want to close session 01? [y/n]:y

CMUC00146I rmsession: Session 01 closed successfully.
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8.2.5 Starting a Global Mirror session

Now that a Global Mirror session is created, start the Global Mirror session. We recommend
that you start the session after you complete the initial copy of Global Copy. Starting a Global
Mirror session with DS CLI is a single-step process. Enter the following command:

dscli mkgmir -dev <storage image ID> -1ss <Master LSS ID> -cginterval <Number of
seconds> -coordinate <Number of milliseconds> -drain <Number of seconds> -session
<Session_ID> <Master Control_Path_LSS_ID>:<Subordinate_Control_Path_LSS_ID>

This command helps you define the master LSS with the -dev and -Iss parameters. You can
optionally specify Global Mirror tuning parameters such as maximum drain time, maximum
coordination time, and consistency group interval time. If you have subordinate storage
servers, you can specify those servers as well.

Note: We recommend that you not specify a consistency group interval so that the Global
Mirror code dynamically adjusts the consistency group interval creating consistency
groups as often as the available bandwidth and I/O workload allow.

Example 8-24 shows the creation and start of a Global Mirror session with only one storage
image A on site A.

Example 8-24 Output of the mkmgir command

dsc1i> mkgmir -dev IBM.1750-13ABVDA -Tss 01 -session 01
Date/Time: October 27, 2005 6:50:59 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC001621 mkgmir: Global Mirror for session 01 successfully started.

Displaying a Global Mirror relationship
To display a Global Mirror session relationship, use the following command:

dscli showgmir -dev <storage_iage_ID> -metrics <Master_ LSS ID>
To omit performance statistics, remove the -metrics option.

Example 8-25 shows the Global Mirror relationship of master LSS 01 on storage A. This
example shows that the Copy State is Running and the Current Time and the consistency
group (CG) Time are the same. To understand this better, the properties of each component
of Global Mirror are displayed after you start the Global Mirror session.

Example 8-25 Output of the showmgir command

dscli> showgmir 01
Date/Time: October 27, 2005 7:02:19 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
1D IBM.1750-13ABVDA/01

Master Count 1

Master Session ID 0x01
Copy State Running
Fatal Reason Not Fatal
CG Interval (seconds) 0

XDC Interval(milliseconds) 50

CG Drain Time (seconds) 30

Current Time 10/27/2005 01:48:57 JST
CG Time 10/27/2005 01:48:57 JST
Successful CG Percentage 100

FlashCopy Sequence Number 0x435FB379

Master ID IBM.1750-13ABVDA
Subordinate Count 0

Master/Subordinate Assoc -
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Example 8-26 shows the relationship, properties, and status of Global Copy in the
implementation example environment. This example shows that Global Copy is working and
that the number of OutOfSyncTracks attribute have become 0 in a few seconds. Thus, the
consistency group is created and copied to the target volumes of the Global Copy in a few
seconds.

Example 8-26 Output of the Ispprc command

dscli> Tspprc -1 -dev IBM.1750-13ABVDA 0150-0152

Date/Time: October 27, 2005 7:10:21 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
ID State Reason Type Qut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0150:0150 Copy Pending - Global Copy 23 Enabled Disabled invalid
- 01 300 Disabled True

0151:0151 Copy Pending - Global Copy 22 Enabled Disabled invalid
- 01 300 Disabled True

0152:0152 Copy Pending - Global Copy 172 Enabled Disabled invalid
- 01 300 Disabled True

dscli>

dscli>

dscli> 1spprc -1 -dev IBM.1750-13ABVDA 0150-0152

Date/Time: October 27, 2005 7:10:36 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
ID State Reason Type Qut Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0150:0150 Copy Pending - Global Copy 0 Enabled Disabled invalid
- 01 300 Disabled True

0151:0151 Copy Pending - Global Copy 0 Enabled Disabled invalid
- 01 3

00 Disabled True

0152:0152 Copy Pending - Global Copy 0O Enabled Disabled invalid
- 01 3

00 Disabled True
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Example 8-27 shows the relationship, properties, and status of FlashCopy in the example
environment. This example shows that FlashCopy is working and the number of
SequenceNum changes every few seconds. Thus, a consistency group is created and copied
to the target volume of the FlashCopy every few seconds.

Example 8-27 OQutput of the Isflash command

dscli> 1sflash -1 -dev IBM.1750-13AAG8A 0150-0152

Date/Time: October 27, 2005 7:11:15 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

ID SrcLSS SequenceNum Timeout ActiveCopy Recording Persistent Revertible SourceWriteEnabled
TargetWriteEnabTed BackgroundCopy OutOfSyncTracks DateCreated DateSynced

0150:0180 01 435FB58C 300 Disabled Enabled Enabled Disabled Enabled

Disabled Disabled 536463 Wed Oct 26 04:38:46 JST 2005 Thu Oct 27 01:53:09 JST 2005
0151:0181 01 435FB58C 300 Disabled Enabled Enabled Disabled Enabled

Disabled Disabled 536489 Wed Oct 26 04:38:46 JST 2005 Thu Oct 27 01:53:09 JST 2005
0152:0182 01 435FB58C 300 Disabled Enabled Enabled Disabled Enabled

Disabled Disabled 536486 Wed Oct 26 04:38:46 JST 2005 Thu Oct 27 01:53:09 JST 2005
dscli>

dscli>

dscli> 1sflash -1 -dev IBM.1750-13AAG8A 0150-0152

Date/Time: October 27, 2005 7:11:26 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

ID SrcLSS SequenceNum Timeout ActiveCopy Recording Persistent Revertible SourceWriteEnabled
TargetWriteEnabTed BackgroundCopy OutOfSyncTracks DateCreated DateSynced

0150:0180 01 435FB598 300 Disabled Enabled Enabled Disabled Enabled

Disabled Disabled 536572 Wed Oct 26 04:38:46 JST 2005 Thu Oct 27 01:53:21 JST 2005
0151:0181 01 435FB598 300 Disabled Enabled Enabled Disabled Enabled
Disabled Disabled 536570 Wed Oct 26 04:38:46 JST 2005 Thu Oct 27 01:53:21 JST 2005
0152:0182 01 435FB598 300 Disabled Enabled Enabled Disabled Enabled
Disabled Disabled 536539 Wed Oct 26 04:38:46 JST 2005 Thu Oct 27 01:53:21 JST 2005

Example 8-28 shows the relationship, properties, and status of the Global Mirror session for
each LSS in this implementation example environment. This example shows that the status of
consistency group (CG) is In Progress and VolumeStatus is Active.

Example 8-28 Output of the Issession command

dscli> Issession -1 -dev IBM.1750-13ABVDA 01

Date/Time: October 27, 2005 7:12:14 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA

LSS ID Session Status Volume VolumeStatus PrimaryStatus SecondaryStatus  FirstPassComplete
AllowCascading

01 01 CG In Progress 0150 Active Primary Copy Pending Secondary Simplex True Disable
01 01 CG In Progress 0151 Active Primary Copy Pending Secondary Simplex True Disable
01 01 CG In Progress 0152 Active Primary Copy Pending Secondary Simplex True Disable

Suspending a Global Mirror session
To suspend a Global Mirror session, use the following command:

dscli pausegmir -dev <storage _image ID> -1ss <Master LSS ID> -session <session ID>
<Master_Control_Path_ LSS _ID>:<Subordinate_Control_Path_LSS ID>

Note: Suspending a Global Mirror only suspends building consistency groups but leaves
Global Copy running.
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Example 8-29 shows the suspension of a Global Mirror session of LSS 01 on storage A, and
later, its status.

Example 8-29 Output of the pausegmir command

dscli> pausegmir -dev IBM.1750-13ABVDA -Tss 01 -session 01

Date/Time: October 27, 2005 11:25:45 PM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00163I pausegmir: Global Mirror for session 01 successfully paused.

dscli>

dscli>

dscTi> showgmir 01

Date/Time: October 27, 2005 11:26:05 PM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
1D IBM.1750-13ABVDA/01

Master Count 1

Master Session ID 0x01
Copy State Paused
Fatal Reason Not Fatal
CG Interval (seconds) 0

XDC Interval(milliseconds) 50

CG Drain Time (seconds) 30

Current Time 10/27/2005 18:12:37 JST
CG Time 10/27/2005 18:12:19 JST
Successful CG Percentage 99

FlashCopy Sequence Number 0x436099F3

Master ID IBM.1750-13ABVDA
Subordinate Count 0

Master/Subordinate Assoc -

Resuming a Global Mirror session
To resume a suspended Global Mirror session, enter the following command:

dscli resumegmir -dev <storage image ID> -1ss <Master LSS ID> -cginterval <Number
of seconds> -coordinate <Number of milliseconds> -drain <Number of seconds>
-session <session_ID>
<Master_Control_Path_ LSS _ID>:<Subordinate_Control_Path_LSS_ ID>

Use the resumegmir command to change the Global Mirror tuning parameters, for example,
the maximum drain time, the maximum coordination time, and the consistency group interval
time. You can also change the relationship between the master storage server and the
subordinate storage server.
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Example 8-30 shows that the suspended Global Mirror session has resumed and the status.

Example 8-30 Output of the resumegmir command

dscli> resumegmir -dev IBM.1750-13ABVDA -session 01 -1ss 01

Date/Time: October 28, 2005 1:17:30 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00164I resumegmir: Global Mirror for session 01 successfully resumed.

dscli>

dscli>

dscTi> showgmir 01

Date/Time: October 28, 2005 1:18:14 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
1D IBM.1750-13ABVDA/01

Master Count 1

Master Session ID 0x01
Copy State Running
Fatal Reason Not Fatal
CG Interval (seconds) 0

XDC Interval(milliseconds) 50

CG Drain Time (seconds) 30

Current Time 10/27/2005 20:04:44 JST
CG Time 10/27/2005 18:12:19 JST
Successful CG Percentage 99

FlashCopy Sequence Number 0x436099F3

Master ID IBM.1750-13ABVDA
Subordinate Count 0

Master/Subordinate Assoc -

Removing a Global Mirror relationship
To remove a Global Mirror session relationship, enter the following command:

dscli rmgmir -quiet -dev <storage_image ID> -1ss <Master LSS ID> -session <session
ID> <Master_Control_Path_LSS_ID>:<Subordinate_Control_Path_LSS_ID>

Example 8-31 shows the removal of a Global Mirror session with only one storage A on site A.

Example 8-31 Output of the rmgmir command

dscTi> rmgmir -dev IBM.1750-13ABVDA -1ss 01 -session 01

Date/Time: November 2, 2005 2:36:59 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00166W rmgmir: Are you sure you want to stop the Global Mirror session 01:? [y/n]:y
CMUC00165I rmgmir: Global Mirror for session 01 successfully stopped.

To clean up the Global Mirror environment with DS CLI, perform the following tasks:

» Remove the Global Mirror session relationship between the Master Global Mirror session
manager and its subordinates, that is, all the Global Mirror sessions with the same session
number interconnected through the PPRC control paths.

» Remove the common Global Mirror session for each LSS on the source storage images.

» Remove the FlashCopy for each pair of the source volume, that is, read-only target volume
of the Global Copy session, and the target volumes, which are also called journal
volumes
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» Remove the Global Copy for each pair of source volume on site A and the target volumes
on site B.

» Remove the PPRC paths between the source LSS and the target LSS for Global Copy. If
you have a subordinate storage server, remove the PPRC path between the master
storage server and the subordinate storage server.

8.3 Switching over the system from the local site to remote site

To better understand this concept, consider a situation where a disaster occurs on storage A
on site A. In such a situation, you need to check the status of the Global Mirror environment
and perform the following checks:

The PPRC paths.

The Global Copy relationships and properties.
The FlashCopy relationships and properties.
The Global Mirror session for each LSS.

The Global Mirror session relationships.

vyvyyvyyvyy

8.3.1 Making the volumes available on the remote site

To perform an IPL from the backup server using the copied volumes on the remote site, make
the Global Copy target volume available. With the DS CLI, make the previous Global Copy
target volumes available by using the following command:

dscli failoverpprc -dev <source storage image ID> -remotedev <target
storage_image ID> -type gcp <source volume ID>:<target volume ID>
This command performs the following actions:

» Terminates the previous Global Copy relationship
» Establishes a new Global Copy relationship in the reverse direction
» Suspends the new Global Copy relationship

The state of the previous source volume is preserved by taking into account the fact that the
previous source LSS might no longer be reachable.
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This command changes the previous target volumes to new source volumes, and its status is
changed to Suspended, as shown in Figure 8-5. Therefore, the new suspended source volume

becomes accessible for read and write.
Storage A Storage B
Before 9 Roll: Source 9 Roll: Target
Available —— _—
A Global Copy “

After

Status: Copy Pending

Storage A
Roll: Target

[ XXX XXX

Unchanged

Established
but suspended

Status: Copy Pending

failoverpprc —dev <storage B> —remotedev <storageA> -type gcp <volume B>:<volume A>

@

Storage B
Roll: Source

vailable

Status: Suspended

Figure 8-5 Failover of Global Copy to the remote site

Example 8-32 shows the failover of three Global Copy pairs. The source volumes 0150, 0151,
and 0152 are on site A. The target volumes 0150, 0151, and 0152 are on site B. Failover is to

site B.

Example 8-32 Output of the failoverpprc command: From system A to system B

dscli> failoverpprc -dev IBM.1750-13AAG8A -remotedev IBM.1750-13ABVDA -type

0152:0152

Date/Time: October 28, 2005 8:02:09 AM JST IBM DSCLI Version: 5.0.6.142 DS:
CMUC001961 failoverpprc: Remote Mirror and Copy pair 0150:0150 successfully
CMUC001961 failoverpprc: Remote Mirror and Copy pair 0151:0151 successfully
CMUC001961 failoverpprc: Remote Mirror and Copy pair 0152:0152 successfully

dscli>
dscli>

dscli> 1spprc -1 -dev IBM.1750-13AAG8A 0150-0152

Date/Time: October 28, 2005 8:02:38 AM JST IBM DSCLI Version: 5.0.6.142 DS:
Out Of Sync Tracks Tgt Read Src Cascade Tgt Cascade

1D State

Reason Type

gcp 0150:0150 0151:0151

IBM.1750-13AAG8A
reversed.
reversed.
reversed.

IBM.1750-13AAG8A

Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0150:0150 Suspended Host Source Global Copy 0 Disabled Disabled invalid
- 01 300 Disabled True
0151:0151 Suspended Host Source Global Copy 0 Disabled Disabled invalid
- 01 300 Disabled True
0152:0152 Suspended Host Source Global Copy O Disabled Disabled invalid
- 01 300 Disabled True
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8.3.2 Checking and recovering the consistency group of the FlashCopy target
volume

Global Copy is an asynchronous copy. The data in the target volume of Global Copy is not
used by the server. The consistent data must be on the target volume of FlashCopy. If a
consistency group is being processed when a failure occurs, there is a possibility that volume
C is not consistent, as shown in Figure 8-6.

Disaster Storage B

Flash Copy

Figure 8-6 Invalid consistency

To check the consistency group, view its FlashCopy relationship using the following
command:

dscli 1sflash -dev <storage image ID> <source volume ID>:<target volume ID> ...

Look for the Sequence Number and Revertible State attributes. Depending on whether the
FlashCopy pairs are successfully set to a revertible state, and depending on whether their
sequence numbers are equal or otherwise, enter either the commitflash command or the
revertflash command.

Notes:
» Global Mirror is a distributed solution.

» When a consistency group is processed, the master Global Mirror session manager
issues an incremental revertible FlashCopy on its own recovery site, and asks its
subordinates to also perform this task on their recovery site.

» When a consistency group is in progress, several incremental revertible copies using
FlashCopy might be running. The FlashCopy process looks at the change recording
bitmap on the B volumes and compares it with the target bitmap on the C volumes.
When the incremental FlashCopy is completed, the change recording bitmap is cleared.
Therefore, all the changes are committed on the C volumes. The corresponding
FlashCopy pairs are set to a nonrevertible state by the master Global Mirror session
manager.

Chapter 8. Implementing Global Mirror using the DS CLI 323



324

Because Global Mirror is a distributed solution, one of the following five situations can occur:

»

If all the FlashCopy pairs are nonrevertible and their sequence numbers are equal, then
the consistency group process is completed. No action is required because the
consistency group is intact on the C volumes.

If some FlashCopy pairs are revertible and their sequence numbers are equal and others
are not revertible and their sequence numbers are equal but do not match the revertible
FlashCopy sequence numbers, then some FlashCopy pairs are running in a consistency
group process and some have not yet started their incremental process. To preserve the
consistency, overwrite new data with the data saved at the last consistency formation for
the FlashCopy pairs that are already in the new consistency group process. To accomplish
this using DS CLI use the revertflash command.

If all the FlashCopy pairs are revertible and their sequence numbers are equal, then all the
FlashCopy pairs are running in a consistency group process and none have finished their
incremental process. Overwrite the new data with the data saved at the last consistency
formation for all the FlashCopy pairs. To accomplish this using DS CLI use the
revertflash command.

If some FlashCopy pairs are revertible and at least one is not revertible, but all their
sequence numbers are equal, then some FlashCopy pairs are running in a consistency
group process and some have already finished their incremental process. Commit data to
a target volume in order to form a consistency between the source and the target. Only
those FlashCopy pairs that have not already finished their incremental process must
commit the changes because the nonrevertible pairs have already committed theirs. To
accomplish this using DS CLI, use the commitflash command. Using this command on
FlashCopy pairs that are not revertible only displays error messages.

If none of these situations are possible, then the consistency group is corrupted.
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Table 8-1 summarizes the consistency group status and the required action.

Table 8-1 Consistency group and FlashCopy validation decision table

All FlashCopy No Yes All but at least one Some FlashCopy pairs
relationships are are nonrevertible are revertible and others
revertible are not revertible

All FlashCopy Yes Yes Yes » Revertible FlashCopy

sequence numbers pair sequence

are equal numbers are equal

and not revertible.

» FlashCopy pair
sequence numbers
are equal, but do not
match the revertible
FlashCopy sequence
numbers.

Action Noactionrequired. | Withdraw all Withdraw all Withdraw all FlashCopy
All C volumes are FlashCopy FlashCopy relations relations with the revert
consistent. relations with the with the commit action.

revert action. action.
Comment Consistency group | All FlashCopy pairs | Some FlashCopy Some FlashCopy pairs

information ended.

are in a new
consistency group
process, and none
have finished their
incremental
process.

pairs are running in a
consistency group
process, and some
have already finished
their incremental
process.

are running in a
consistency group
process, and some have
not yet started their
incremental process.

Usually all FlashCopy pairs are nonrevertible, and all sequence numbers are equal. This is a
good condition, and you can proceed further. If not, perform the following recovery steps:

1.

Revert to the previous consistent state using the following command:

dscli revertflash -dev <storage image ID> -seqnum <FlashCopy Sequence NB>
<Source_Volume> <Source_Volume>

Commit the data to the target volume in order to form a consistency group by running the

following command:

dscli commitflash -dev <storage_image ID> -seqnum <FlashCopy Sequence_NB>
<Source_Volume> <Source_lolume>
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Example 8-33 shows the consistency group of FlashCopy pairs, where the source volumes
are 0150, 0151, and 0152, and the target volumes are 0180, 0181, and 0182. This example
shows that all the FlashCopy relationships are nonrevertible and all the FlashCopy sequence
numbers are equal. The consistent data is on the target volumes 0180, 0181, and 0182.
However these FlashCopy target volumes contain only the changes from saving the
consistency groups so they are not directly usable for the host.

Example 8-33 Output of the Isflash command

dscli> 1sflash -1 -dev IBM.1750-13AAG8A 0150-0152
Date/Time: October 28, 2005 8:04:45 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A

ID SrcLSS SequenceNum Timeout ActiveCopy Recording Persistent Revertible SourcelriteEnabled
TargetWriteEnabTed BackgroundCopy OutOfSyncTracks DateCreated DateSynced

0150:0180 01 436110CD 300 Disabled Enabled Enabled Disabled Enabled

Disabled Disabled 536570 Thu Oct 27 18:38:29 JST 2005 Fri Oct 28 02:34:43 JST 2005
0151:0181 01 436110CD 300 Disabled Enabled Enabled Disabled Enabled

Disabled Disabled 536552 Thu Oct 27 18:38:29 JST 2005 Fri Oct 28 02:34:43 JST 2005
0152:0182 01 436110CD 300 Disabled Enabled Enabled Disabled  Enabled

Disabled Disabled 536571 Thu Oct 27 18:38:29 JST 2005 Fri Oct 28 02:34:43 JST 2005

8.3.3 Reversing a FlashCopy relationship

Now that you have consistent data on the FlashCopy target C volumes, reverse the
FlashCopy relationship by copying the consistency group data from target C volumes to the B
source volumes as shown in Figure 8-7. This reverse FlashCopy process ensures that the B
volumes contain usable data for the host and not only the changes from saving the
consistency groups after the initial Global Copy synchronization.

Storage A Storage B

Roll: Target Roll: Source Reverse
P> Established

but suspended

Unchanged Status: Suspended Consistent

Figure 8-7 Reversing a FlashCopy

Reverse a FlashCopy relationship with the Fast Reverse Restore process by using the
following command:

dscli reverseflash -dev <storage image ID> -fast -tgtpprc -seqnum
<FlashCopy_Sequence NB> <Source Volume>:<Target Volume> ...

Example 8-34 shows the result of using the revertflash command on the FlashCopy pairs
with source volumes 0150, 0151, and 0152 on storage B on site B, and the FlashCopy
relationship. This example shows that after you enter the reverseflash command, the original
FlashCopy relationship is terminated.

Example 8-34 Output of the reverseflash command

dscli> reverseflash -dev IBM.1750-13AAG8A -fast -tgtpprc 0150:0180 0151:0181 0152:0182
Date/Time: October 28, 2005 8:07:17 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAGS8A
CMUC00169I reverseflash: FlashCopy volume pair 0150:0180 successfully reversed.

CMUC00169I reverseflash: FlashCopy volume pair 0151:0181 successfully reversed.

CMUC00169I reverseflash: FlashCopy volume pair 0152:0182 successfully reversed.
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dscli>
dscli>

dscli> Tsflash -1 -dev IBM.1750-13AAG8A 0150-0152

Date/Time: October 28, 2005 8:07:32 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
CMMCI9006E No Flash Copy instances named 0150-0152 found that match criteria: dev =
IBM.1750-13AAG8A.

8.3.4 Recreating a FlashCopy relationship

Consistent and usable data is now on volume B. However, the FlashCopy relationship is
terminated and you have an isolated set of consistency group saves on volume C. Therefore,
to have meaningful data on volume C and to prepare for re-enabling Global Mirror, you must
re-establish the FlashCopy relationship between volume B and volume C. Use the same
FlashCopy command that you used to establish FlashCopy when you created the Global
Mirror environment. Refer to 8.2.3, “Creating a FlashCopy relationship” on page 312.

8.3.5 Performing an IPL of the backup server on the remote site

Perform an IPL on the backup server from volume B on the remote site, as shown in

Figure 8-8.
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Figure 8-8 Performing an IPL of the backup server after failure
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When you activate the backup server, we recommend that you perform an IPL on the server
manually in a restricted state. We recommend this IPL because you might have to resolve the
following issues in the backup server before you allow users to access the application on the
backup server:

» Check and modify the network and the TCP/IP settings.

» Check the consistency of the application data because the application data on the remote
storage is the data from the time that the last consistency group was processed. The data
written by the application from the last consistency group to the failure can be lost on
remote storage. There can also be a possibility that some application data in the memory
is not written to the disk. The journal entries for the database might have to be applied.

To perform an IPL on the backup server with a restricted state, follow the steps in 6.2.4,
“Performing an IPL of the target server” on page 259.

Abnormal IPL: This IPL is an abnormal IPL unless the operating system in the production
server is in a state of shutdown when the Global Mirror relationship is terminated. The
abnormal IPL might take longer because of the database recovery and journal recovery
that is occurring.

8.4 Switching back the system from the remote site to local site

328

If the production site is available again, schedule a switchback from the system on the backup
site to the production site. When the storage on the production site is available, check the
condition of the previous configuration, for example, the volumes, the PPRC paths, and so on.
In this section, we discuss the configuration of the storage on the production site that is not
lost or is recovered.
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8.4.1 Starting Global Copy from the remote site to local site (reverse direction)

To switch back the system to the local site, resynchronize the data on the storage on the
remote site to the storage on the local site, as shown in Figure 8-9. Resynchronization from
the remote site to the local site is a one-step process.

System A (Not Active) System B (Active)
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Figure 8-9 Reversing the direction of Global Copy

When you start Global Copy, the target volumes become unavailable.

Important: Before you start Global Copy, ensure that the operating system of system A is
in a state of shutdown. Otherwise, this operating system will hang.

Failback Global Copy
With DS CLI, resynchronize from the new source volumes at your recovery site to the new
target volumes on your production site by using the following command:

dscli failbackpprc -dev <source storage_image ID> -remotedev <target
storage_image_ID> -type gcp <source_volume_ID>:<target_volume_ID>...
This command performs the following tasks:

» Checks the preserved state of the previous source volume to determine how much data to
copy back.

» Copies all the tracks or only OutOfSyncTracks from the volume on the remote storage.

» Copies the subsequent written data on the source volumes to the target volumes
asynchronously, after the initial copy. The status of the volumes is Copy Pending because
this copy process is asynchronous.
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This command changes the previous source volumes to new target volumes, as shown in
Figure 8-10. Thus, the server cannot access the new target volumes to read and write.
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Figure 8-10 Failback Global Copy to a remote site
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Example 8-35 shows the failback of three former Global Copy pairs. The former source
volumes 0150, 0151, and 0152 are on site A. The former target volumes 0150, 0151, and
0152 (in a suspended state) are on site B. Failback is to site B. This example shows that the
status of the Global Copy becomes Copy Pending, which means that the data is being copied
asynchronously.

Example 8-35 Output of the failbackpprc command

dscli> failbackpprc -dev IBM.1750-13AAG8A -remotedev IBM.1750-13ABVDA -type gcp 0150:0150
0151:0151 0152:0152

Date/Time: October 28, 2005 9:20:34 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
CMUC00197I failbackpprc: Remote Mirror and Copy pair 0150:0150 successfully failed back.
CMUC00197I failbackpprc: Remote Mirror and Copy pair 0151:0151 successfully failed back.
CMUC00197I failbackpprc: Remote Mirror and Copy pair 0152:0152 successfully failed back.
dscli>

dscli>

dscli> Tspprc -1 -dev IBM.1750-13AAG8A 0150-0152

Date/Time: October 28, 2005 9:21:08 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
1D State Reason Type Out Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelLSS Timeout (secs) Critical Mode First Pass Status

0150:0150 Copy Pending - Global Copy 10597 Enabled Disabled invalid
- 01 300 Disabled False
0151:0151 Copy Pending - Global Copy 26189 Enabled Disabled invalid
- 01 300 Disabled False
0152:0152 Copy Pending - Global Copy 22163 Enabled Disabled invalid
- 01 300 Disabled False

When the initial copy process is complete, the number of OutOfSyncTracks becomes
almost 0.

8.4.2 Making the volumes available on the local site

To perform an IPL on the server from the volumes on the storage on the local site, the
volumes must be available for read and write. To make the volumes on the local site available:

1. Turn off the server on the remote site. To switch the system to the local site, we
recommend that you shut down the server on the remote site before the Global Copy
relationship is suspended. Otherwise, the IPL of the server on the local site is abnormal,
taking a longer time. If you do not shut down, review the application data for consistency.
There is a possibility that some application data in the memory has not been written to the
disk.

Follow the procedures for your site or use the PWRDWNSYS command. After completing
the power down process in the server on the remote site, ensure with DS CLI that the
number of OutOfSyncTracks is 0.

2. Failover the Global Copy to the local site. To make the previous source volumes available,
enter the following command:

dscli failoverpprc -dev <source storage_image_ID> -remotedev <target
Storage_image_ID> -type gcp <source_volume_ID>:<target_volume_ID> ...

This command performs the following tasks:

— Terminates the previous Global Copy relationship
— Establishes the new Global Copy relationship
— Suspends the new Global Copy relationship
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The failoverpprc command changes the previous target volumes to new source volumes
and the status to Suspended, as shown in Figure 8-11. Thus, the server can access the new
suspended source volumes for read and write.

Storage A Storage B
Before Roll: Target Roll: Source
>
N Global Copy S
Status: Copy-pending Status: Copy-pending

failoverpprc —dev <storage A> -remotedev <storageB> -type gcp <volume A>:<volume B>

Storage A Storage B
Roll: Source Roll: Target
After P - Established > -
vailable but suspended “
. (A AR ENNEREY NENENNENNNEEENNNNEN (XN NN]
Status: Suspended unchanged

Figure 8-11 Failover Global Copy to a local site

Example 8-36 shows the failover of three Global Copy pairs. The source volumes 0150, 0151,
and 0152 are on site B. The target volumes 0150, 0151, and 0152 are on site A. Failover is to
site A.

Example 8-36 Output of the failoverpprc command

dscli> failoverpprc -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -type gcp 0150:0150
0151:0151 0152:0152

Date/Time: October 28, 2005 9:38:48 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC00196I failoverpprc: Remote Mirror and Copy pair 0150:0150 successfully reversed.
CMUC00196I failoverpprc: Remote Mirror and Copy pair 0151:0151 successfully reversed.
CMUC00196I failoverpprc: Remote Mirror and Copy pair 0152:0152 successfully reversed.

dscli>

dscli>

dscli> Tspprc -1 -dev IBM.1750-13ABVDA 0150-0152

Date/Time: October 28, 2005 9:39:38 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
1D State Reason Type OQut O0f Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0150:0150 Suspended Host Source Global Copy 0 Disabled Disabled invalid
- 01 300 Disabled True

0151:0151 Suspended Host Source Global Copy 0O Disabled Disabled invalid
- 01 300 Disabled True

0152:0152 Suspended Host Source Global Copy 0 Disabled Disabled invalid
- 01 300 Disabled True

dscli>

dscli>

dscli> 1spprc -1 -dev IBM.1750-13AAG8A 0150-0152
Date/Time: October 28, 2005 9:39:50 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13AAG8A
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1D State Reason Type Out Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0150:0150 Copy Pending - Global Copy 0 Enabled Disabled invalid
- 01 300 Disabled True
0151:0151 Copy Pending - Global Copy 0 Enabled Disabled invalid
- 01 300 Disabled True
0152:0152 Copy Pending - Global Copy 0 Enabled Disabled invalid
- 01 300 Disabled True

8.4.3 Starting Global Copy from the local site to remote site (original direction)

Start the Global Copy from the volumes on the local storage to the volumes on the remote
storage and recreate the normal Global Mirror environment.

When you start the Global Copy, the target volumes become unavailable.

Important: Before you start Global Copy, ensure that the operating system of system B is
in a state of shutdown. Otherwise, this operating system will hang.

With DS CLI, restart Global Copy from the new source volumes to the new target volumes by
using the following command:

dscli failbackpprc -dev <source storage image ID> -remotedev <target
storage_image ID> -type mmir -tgread <source volume ID>:<target volume ID>...

The -tgtread option: In this command, the -tgtread option is required, because this
Global Copy target volume is used as a FlashCopy source volume.

The failbackpprc command performs the following tasks:

» Checks the preserved state of the previous source volume to determine how much data to
copy back.

» Copies either all the tracks or only OutOfSyncTracks from the volume on the remote
storage.

» Copies the subsequent written data on the source volumes to the target volumes
asynchronously, after the initial copy.
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The failbackpprc command changes the previous source volumes to new target volumes, as
shown in Figure 8-12. Therefore, the server cannot access the new target volumes for read

and write.
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Figure 8-12 Failback Global Copy to a local site

Example 8-37 shows the failback of three former Global Copy pairs. The former source
volumes 0150, 0151, and 0152 are on site B. The former target volumes 0150, 0151, and
0152 (in a suspended state) are on site A. Failback is to site A.

Example 8-37 Output of the failbackpprc command

dscli> failbackpprc -dev IBM.1750-13ABVDA -remotedev IBM.1750-13AAG8A -type gcp -tgtread
0150:0150 0151:0151 0152:0152

Date/Time: October 28, 2005 9:40:33 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
CMUC001971 failbackpprc: Remote Mirror and Copy pair 0150:0150 successfully failed back.
CMUC001971 failbackpprc: Remote Mirror and Copy pair 0151:0151 successfully failed back.
CMUC001971 failbackpprc: Remote Mirror and Copy pair 0152:0152 successfully failed back.
dscli>

dscli>

dscli> lIspprc -1 -dev IBM.1750-13ABVDA 0150-0152

Date/Time: October 28, 2005 9:41:14 AM JST IBM DSCLI Version: 5.0.6.142 DS: IBM.1750-13ABVDA
1D State Reason Type Out Of Sync Tracks Tgt Read Src Cascade Tgt Cascade
Date Suspended SourcelSS Timeout (secs) Critical Mode First Pass Status

0150:0150 Copy Pending - Global Copy O Enabled Disabled invalid
- 01 300 Disabled True
0151:0151 Copy Pending - Global Copy 0 Enabled Disabled invalid
- 01 300 Disabled True
0152:0152 Copy Pending - Global Copy 0 Enabled Disabled invalid
- 01 300 Disabled True
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8.4.4 Checking or restarting a Global Mirror session

Depending on whether the storage on the local site maintained the state of the Global Mirror
session after the disaster, you might have to use either the resumegmir command or the
mkgmir command. Alternatively, the state might be good, in which case, you do not have to
enter any commands. To check and restart the Global Mirror session:

1. Check the Global Mirror session.
2. Resume the Global Mirror session.
3. Restart the Global Mirror session.

8.4.5 Performing an IPL of the production server on the local site

After you restart the Global Mirror session, perform an IPL on the production server from the
volumes on the local site. If you did not change any settings on the system on the remote site
and did not shut down the operating system before the failover of the Global Copy, perform an
IPL on the system with normal mode.

As long as the physical hardware resources of the production server, such as Ethernet
adapters, expansion enclosures, and so on, have not changed on the local site, the server
detects the hardware resources that are associated with the line descriptions again. The
operating system then varies on LIND and starts the TCP/IP interface addresses
automatically. However, you must perform an IPL of the recovered server carefully, regardless
of whether you changed settings on the system at the remote site. We recommend that you
manually perform the IPL on the server to a restricted state before you allow users to access
the application on the production server.

To perform an IPL of the production server to a restricted state, follow the steps in 6.2.4,
“Performing an IPL of the target server” on page 259.
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Copy Services scenarios

In this chapter, we present the configurations and scenarios that we use in the examples in
the remainder of this book.
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9.1 Scenarios for System i using the DS GUI

In this section, we outline the scenarios that we use in this remainder of this book. These
examples are designed to give you the information to set up simple test environments prior to
configuring the production systems.

9.1.1 Scenario background

All of the scenarios in this book use the DS Storage Manager GUI. In some cases, DS
command-line interface (CLI) commands are also shown because there is no GUI equivalent.

We used the DS Storage Manager GUI from DS8000 Release 3 which provides Javascript
support for better response times and transparent page refresh. The release 3 GUI has a
better look and feel and improved handling like the ability to scroll through larger tables
instead of having to page through them. It also has some changes in functionality in its panels
to cover new configuration related functions of DS8000 Release 3 such as space efficient
FlashCopy and storage pool striping.

9.1.2 Test scenarios

We used the DS Storage Manager GUI to configure and manage the following environments:

» FlashCopy
» Metro Mirror, formerly known as synchronous Peer to Peer Remote Copy (PPRC)
» Global Mirror, formerly known as asynchronous PPRC Extended Distance (PPRC-XD)

9.1.3 Accessing the DS GUI interface

This section provides information about the DS GUI interface.

Accessing the DS6000 Storage Manager GUI

For the DS6000, you can install the DS Storage Manager GUI from the installation CD that
comes with the storage system or download it from the Web at:

http://www.ibm.com/servers/storage/support/disk/ds6800/downloading.html

The DS6000 Storage Manager is installed on the Systems Management Console (SMC).

Restriction: Only one DS6000 Storage Management full management console can be
installed per DS6000 storage unit. Additional consoles must be offline management
consoles. This restriction does not apply to the DS8000 because the user accesses the DS
Storage Manager application running on the Hardware Management Console (HMC) using
a Web browser or the System Storage Productivity Center (SSPC).

Accessing the DS8000 Storage Manager GUI
The DS Storage Manager application is preloaded for the IBM System Storage DS8000
series. You can access it locally either using a Web Browser installed on the DS8000

Hardware Management Console (HMC) or using the System Storage Productivity Center
(SSPC).
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For DS8000 systems without SSPC installed, you access the DS Storage Manager GUI
remotely using a Web browser pointing to the HMC as follows:

» For a non-secure HTTP connection to the HMC, enter the following URL:
http://HMC _IP_address:8451/DS8000/Login

» For asecure HTTPS connection to the HMC, enter the following URL:
https://HMC _IP address:8452/DS8000/Login

For DS8000 systems with SSPC installed, you access the DS Storage Manager GUI

remotely using a Web browser pointing to the SSPC using the following procedure:

1. Access the SSPC using your Web browser at the following URL (see Figure 9-1):
http://SSPC_IP_address:9550/ITSRM/app/en_US/index.htm]

2. Click TPC GUI (Java™ Web Start) to launch the TPC GUI.

Note: The TPC GUI requires an IBM 1.4.2 JRE™. Select one of the IBM 1.4.2 JRE
links (shown in Figure 9-1) to download and install it based on your OS platform.

The TPC GUI requires an IBM 1.4.2 JRE. Should vou not already have it available. click on one of the following links to download and mnstall the IBM 1.4 2 Java package for
vour supported platform:

« IBM 142 JRE for Windows IA32 (InstallShield)
o IBM 1.4.2 JRE for Linux [A32 (REM)
o IBM 142 SDK for ATX PPC32 (installp)

With the IBM 1.4.2 JRE installed on your system, setup vour web browser to open JNLP files using the Java Web Start executable (javaws.exe | javaws) packaged with the
IBM 142 JRE. (If vou're unfamiliar with how to do so. refer to the documentation provided with TPC for guidance )

Click on the following link to launch the TPC GUI using Java Web Start:

TPC GUI {Java Web Stﬁ

Figure 9-1 Index page of System Storage Productivity Center

3. The TPC GUI window display, as shown in Figure 9-2. Enter the information of user ID,
password, and the SSPC server. Click OK to continue.

IBM TotalStorages Productivity Center
: |EM TotalStorage Pro...

Uzer 1D;

Pazsword: ssxxxxww

Server  15.85195.9543 v

i

Figure 9-2 TCP GUI Sign On panel

adrninistrator
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4. Click Element Management to get a list of element managers from DS8000 machines
administrated by the SSPC as shown in Figure 9-3.

'~| IBM TotalStorage Productivity Center: SSPC-SLE-2.mainz.de.ibm.com

Fie “iew Connection Preferences Windows  Help
[ Elementﬂanagement J D =P S X @
- :
Naviga_tinnTlL%{ Access DSE000 Cycle Panekld

f---F\dministlati\re Services|
—-1BM TotalStorage Productivity Center

TPC-wide Summ4

""" Configuration Utility Filesystem Capacity M
= M!r' Reports Filezpztem Used Space M
?---Syst_e?] Reports Filesystem Free Space A
?r---admmlstlatul's Repoits Computer Fibre Attached Disk Space A,
+-Batch Reports Computer Non-Fibre Attached Disk Space MN/4&
—---T_upglugy ; Storage Subsystem Physical Disk Space B35BT
Fopieets LUN Capacity 10307
- Switches Usable LUK Capacity 10307
. Storage FlashCopy Target Capacity [ 4,
L..Other Konitored Servers FAA
- Monitoring Unmonitored Servers [ A,
{ @-Probes Storage Subsystems 2
=-Alerting Users M4,
! @-@Alert Log Disks 256
+-External Tools LUNs 7a
+-Disk Manager Filesystems M A
+-Fabric Manager Directories M4
?---Tape Manager Files b A
+-Element Manager

Figure 9-3 TPC GUI Enterprise Management window

5. The Element Management of TPC GUI displays. Click one of the DS8000 machines to
access its DS Storage Manager GUI (see Figure 9-4).

I IBM TotalStorage Productivity Center: S5PC-SLE-2.mainz.de.ibm.com -- Element Management

File  Wiew Hel
Enterprize Managernent ] ' Select a view .. v
Welcome
ne known DS38000 element managers in your TotalStorage Productivity Center environment. i
-age Productivity Center to collect data about the associated DS8000 storage subsystems, through au
E:
Select |Name ~|cImom ~| status
O SLEOS v ¥ Online
O httpst//9.155.62.101 v Ao
[ ] SLE-07F ' v online

Figure 9-4 TPC GUI Element Management window
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6. The DS8000 Storage Manager Welcome panel displays as shown in Figure 9-5.

| Welcome [

DS8000 Storage Manager

Version 5.3.0,1939

Getting started with...

The basics @ Flash version £ HTML version

Managing hardware configurations @ Flash version £ HTML version

Configuring storage @ Flash version =1 HTML version

Additional Resources

Using the Infarmation Center

IBM System Storage Technical Support Web Site

Figure 9-5 DS8000 Storage Manager Welcome panel

9.1.4 System i5 models

We used two System i5 models for all of our testing. These models ran i5/0S V6R1. The first
system, called Reds, is a System i5 model 9406 570. The second system, called Expo, is a
System i5 model 9406 520. Both of these systems have two #2847 I0P-based Fibre Channel
IOAs for boot from SAN and for i5/0S V6R1 load source multipath support.

9.1.5 IBM System Storage server

For our testing, we used a DS8300 LPAR model with two independent storage facility images
(SFIs)—storage image 51 and storage image 52. These two SFls on a DS8000 LPAR model
behave similar to two physically different DS8000 non-LPAR machines. We utilized this
DS8000 LPAR concept for our examples to document the procedures for implementing Metro
Mirror or Global Mirror using one DS8000 machine only as though it were two physically
different DS8000 machines. Of course for a real production environment to provide disaster
recovery protection Metro Mirror or Global Mirror should always be implemented between two
physical IBM System Storage disk subsystems which are ideally at two different data center
locations.
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The System i5 model in the Reds environment used logical unit numbers (LUNs) on storage
image 51 on the DS8300. The System i5 model in the Expo environment used LUNs on
storage image 52. See Figure 9-6.

Figure 9-6 Configuration used in testing for this book

9.1.6 Test setup

Table 9-1 and Table 9-2 describe the configuration objects that we used to perform our tests.
Both of the systems use multipath load source and have pair volumes in another LSS to
support FlashCopy.

Table 9-1 Test configuration objects for Expo (storage image 52)

Device adapter » ExpoBS1

» ExpoBS2
Volume group » ExpoLS_VG
Logical subsystem (LSS) 10

Volumes (nicknames and IDs) » ExpoLS0001 101A
» ExpolLS0002 101B
» ExpolLS0003 101C
>

ExpoLS0004 101D

Volume group » ExpoFC_VG

Logical subsystem 21

Volumes (nicknames and IDs) » ExpoFC0001 2100
» ExpoFC0002 2101
» ExpoFC0003 2102
» ExpoFC0004 2103
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Table 9-2 Test configuration objects for Reds (storage image 51)

Device adapter » RedsBS1
» RedsBS2
Volume group » RedsBookTN1LS_VG
Logical subsystem 10
Volumes (nicknames and IDs) » TN1lIs 105E
» TN1Vol1 105F
» TN1Vol2 1060
» TN1VolI3 1061
Volume group RedBookTN1MM_VG
Logical subsystem 21
Volumes (nicknames and IDs) » TN1FCIs 2100
» TN1FCVol1 2101
» TN1FCVol2 2102
» TN1FCVoI3 2103

9.2 FlashCopy scenario

In our implementation, we used FlashCopy to copy from the volumes (LUNSs) in storage image

51(volumes for the Reds system) to a similar set of volumes (LUNSs) in the same storage
system. See Figure 9-7.

DS8300
Reds LPAR 51

Figure 9-7 FlashCopy environment for testing

9.3 Metro Mirror scenario

Implementation of Metro Mirror for the entire DASD space involves the following tasks:
1. Creating the PPRC paths between primary and secondary LSSs.

2. Creating the Metro Mirror volume relationships.

3. Switching over the system from the local site to the remote site.

— Making the volumes available on the remote site.
— Performing an IPL of the backup server on the remote site.
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4. Switching back the system from the remote site to the local site.
— Starting Metro Mirror in the reverse direction, from the remote site to the local site.
5. Making the volumes on the local site available.

— Performing the IPL of the production server on the local site.
— Starting Metro Mirror in the original direction, from the local site to the remote site.

In our test environment, the primary system Reds was connected to storage image 51, and
the Metro Mirror targets for the Expo backup system were on storage image 52. See
Figure 9-8.

The Reds system is the production server, and the Expo system is the backup server. The
Reds system is connected to storage image 51, and an IPL is performed from external
storage using boot from SAN. Storage image 51 and storage image 52 are connected with
Fibre Channel cables as though they were two physically different DS8000 machines. This
implementation example assumes that the Reds system and storage image 51 are on local
site A. It also assumes that the Expo system and storage image 52 are on remote site B.

In this example, the Metro Mirror environment is created between storage image 51 and
storage image 52. The business application is then switched over from local site A to remote
site B. Finally, the business application is switched back from remote site B to local site A.

Figure 9-8 Metro Mirror environment for testing
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9.4 Global Mirror scenario

In our scenario, we used the Reds system, with its LUNs in storage image 51, as the source
system. We used Global Mirror to asynchronously copy the data to storage image 52. Global
Mirror then uses FlashCopy to make sure a consistent copy of data is always on storage
image 52. See Figure 9-9.

Figure 9-9 Global Mirror environment for testing
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Creating storage space for Copy
Services using the DS GUI

Copy Services is an optional feature of the IBM System Storage DS6000 and DS8000. It
brings powerful data copying and mirroring technologies to open system environments that
were previously available only for the mainframe system.

In this chapter, we describe the steps that are required to configure the target LUNs using the
Disk Storage (DS) GUI assuming an IBM System i server or LPAR with i5/0OS is already
attached to external storage.

For planning and implementing IBM System Storage disk subsystems for System i, refer to
IBM i and IBM System Storage: A Guide to Implementing External Disk on IBM i, SG24-7120.

Before you implement Copy Services, you must create the volumes that is used as the copy
targets.

Note: In addition to creating the volumes, you also need to create arrays and ranks.
However, we do not cover this topic in this book. Refer to IBM i and IBM System Storage: A
Guide to Implementing External Disk on IBM i, SG24-7120.

This chapter describes the procedure to create volumes with the DS Storage Manager GUI
using the following steps:

» Creating an extent pool
» Creating logical volumes
» Creating a volume group
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10.1 Creating an extent pool

To create an extent pool, follow these steps:

1. Access the DS GUI as described in 9.1.3, “Accessing the DS GUI interface” on page 338
and sign on using an administrator user name and password.

IBM System Storage™ DS8000 Storage Manager

IBM System Storage D38000 Sign On

Enter user name and password to sign on

#Lser name

Welcome |
IBM System Storage
DS8000 *Password

Cancel

If the session is inactive for more than two hours after you log on, the session expires. and
you must log on again

Figure 10-1 DS8000 Sign On panel
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2. The main DS Storage Manager window is the starting point for all of your configuration,
management, and monitoring needs for the DS disk and Copy Services tasks
(Figure 10-2). The underlying hardware (two System p 570 models), I/O drawers, and 1/O
adapters are controlled by the storage HMC built into the DS8000 rack or a standalone

desktop SMC.

From any of the GUI panels, you can access the Information Center by clicking the

question mark (?) in the upper-right corner of the page.

Welcome

DS8000 Storage Manager

Version 5.3.0,1939

Getting started with...

The basics @ Flash version £ HTML version

Managing hardware configurations @ Flash version [ HTML version

Configuring storage

@ Flash version £ HTML version

Additional Resources

Using the Infarmation Center

IBM System Storage Technical Support Web Site

Figure 10-2 DSB8000 Storage Manager: Getting started

3. Next, create an extent pool to be assigned to a rank. You can check the availability of a
rank with select Real-time manager — Configure storage — Ranks. In the panel on the
right (see Figure 10-3), the rank R23 is listed as unassigned (that is no extent pool exists

for this rank).

Ranks: Real-time

Select storage image
IbmStoragePlex - SUT 7589952 | v

Last refresh: Tuesday. November 13, 2007 11:33:35 AM CST

O [ 7] | — Select Action —

V]| Print report |

Download spreadshest

Select ~ |Number o | Data State ~ |Conﬁguration State ~ | Storage Type -~ |RAID & |Array & |Extem Pool ~ |Tota| GE

[ R20
| R21
[ R22
| R23
4@ Page 30of 3

.w Mormal FB
.w Unassigned FB
Brormal Marmal FB
.w Unassigned FB

RAID &
RAID 5
RAID &
RAID 5

3 @L Total: 24 Filtered: 24 Displayed- 4 Selected: 0

A20
A21
A2
A23

IMiranda

ExpoSourceCopy

Figure 10-3 Check the availability of rank
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4. Create a new extent pool for rank R23. Select Real-time manager — Configure
storage — Extent pools, and select Create New Extent Pools from the Select action
drop-down menu (see Figure 10-4).

Capacity Summary

10080 GB
7800 GB
5000 GB
2500 GB
Open zSariss Un-
Systems assignad
Alerts

a No alerts active

Manage Extent Pools

10080 GB Total open systh

[] «me0cEA

B 1164 cE Ranks
B <126 cGB Allccat

B B &y [ seectatonv |

Select |Allocat  Co= iy ExisntPods..  pot lRvailable [ Total  ,|Storage .|pap ~|server ~|Ranks | Thresho
T T GB GB Type Exceedsg

Fl I:l TWINScsEXT FO 436 452 FB RAID 5 0 1/ Mone

|:| -:l American_Geo Pl 3,746 5,296 | FB RAID 5 1 12 Mone

Fl _:l CIM P2 182 776|FB RAID 5 0 2/ None

[F] - Miranda F4 96 1,940/ FB RAID 5 0 5/ Mone

|:| -:l ExpoSourceCopy | PG 320 452 | FB RAID 3 0 1 Mone

Figure 10-4 DS8000 Storage Manager Extent pools panel
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5. The Create New Extent Pools panel displays (as shown in Figure 10-5 and Figure 10-6).
In this panel:
a. Select FB for Storage Type, and select the RAID Type according to the type of RAID
protection that is chosen for the arrays/ranks created before (see Figure 10-5).

b. Choose Manual for Type of Configuration. All of the ranks that have not been
allocated to any extent pools will be displayed in the table (Figure 10-5). Choose only
one of the ranks that are available in the table (R23 in our example).

c. Scroll down your window to see another option in the panel (see Figure 10-5 and
Figure 10-6).

Create New Extent Pools

<] i

Define Storage Characteristics
Choose the storage type and RAID type that you want to configure. Your selections affect the storage resources that are shown in the Se
Available Capacity section.

Storage Type RAID Type

FB [v] RADS |w

Select Available Capacity

In Manual configuration mode, the table lists the storage resources (array sites, arrays, and ranks) that are available for assignment. Aft
select the storage resources that you want to assign, the bar graph reflects the effects of your choices on D& pair usage. If the table cong
values, you can change the RAID type or storage type to find other available resources.

Type of Configuration 5

Manual
- 8

I
E 4 | new Ranks
z | Assign=d Ranks
F 2
2 g T
DA Pair ID
Total capacity =elected: 388 GB
BED aom @
Select [ID  ~|Drive Type ~ | Drive Class ~ | capacity ~| DA Pair
|:| R14 73 GB 15K Enterprise 388 GB 2
|:| RZ21 73 GB 15K Enterprise 388 GB 7
% R23 73 GB 15K Enterprize 388 GB 7
Showing 1 - 3of 3 Selected 1

Define Extent Pocl Characteristics

OK | | Add Another Pool | | Cancel |

Figure 10-5 DS8000 Storage Manager Create New Extent Pools panel (upper)
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d. Select Single extent pool for Number of extent pools. Give a descriptive pool name
prefix. Here we use ExpoTargCopy so that we can identify how this extent pool is used.
Use 100 for Storage Threshold and 0 for Storage Reserved (see Figure 10-6).

e. Select the server with which this extent pool to be associated for Server Assignment,
and select Add Another Pool for continuing creating other extent pools or select OK to

create only this extent pool (see Figure 10-6).

Create New Extent Pools

2 [ ri
DA Pair ID
Total capacity =elected: 388 GB
B D o @
Select [ID  ~|Drive Type ~ | Drive Class ~ | Capacity ~| DA Pair
I:‘ R14 73 GB 15K Enterprise 388 GB 2
I:‘ R21 73 GB 15K Enterprise 388 GB 7
R23 73 GB 15K Enterprise 388 GB 7
Showing 1 - 3of 3 Selected 1

Define Extent Pool Characteristics

- :
Mumber of extent pools Server assignment

Single extent pool I_Eer-.-&r1 |

#*Pool name prefix Server 0

Current: 9 ranks

IEXPUTEFQCUW B Do R0y Added: 0 ranks
# Storage Threshold Total: 9 ranks
11'3'3 kL Server 1
#Storage Reserved Current: 12 ranks
|I3 o Added: 1 rank

Total: 13 ranks

Choose the number of extent pools to create using the resources that you selected above. The ideal configuration creates 2 extent pools,
resources equally among each pool. Name the extent pools by entering a prefix, and the system appends a decimal ID. Specify the maxin
percentage (0 - 100) of allocated real extents that are allowed in this extent pool. Also, specify a percentage for the storage threshold. Th
generates an alert when this threshold percentage is reached, allowing you to make adjustments before a storage full condition occurs.
control the extent pool server assignment by allowing the system to automatically choose the server or you can designate the server assi

Cancel |

3
gﬁ | Add Another Pool |

Figure 10-6 DS8000 Storage Manager Create New Extent Pools panel (lower)
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6. In the Verification panel (Figure 10-7), review the information and verify whether
everything is correct. If it is correct, click Create All to create the extent pool.

Create extent pool verification
Storage image: SVT 7589952

Review the extent pools and verify that they provide the configuration that yvou need. If the table is blank or if you want to create a new exd
£Add Pools action in the table drop-down list. If you want to add capacity to one of the listed extent pools, select it and click the Add Capacity
also delete an extent pool by selecting it and clicking the Delete action. When you are =atisfied with the configurations for the extent pools |
click Create All to initiate the creation process for all extent pools that are shown.

BB om[ s | g

Select Name -~ Total GB -~ | Drive Type -~ Drive Class ~ | Server ~ | DA Pairs ~ RAID -~ 3:

|:| ExpoTargCopy_0 383 GB 73 GB 15K Enterprize i | 1 RAID 5

Showing 1 -1of 1 Selected 0

Crapte All Cancel
T |

Figure 10-7 Verifying and confirming the creation of the extent pool

7. Depending on the size of the extent pool that you create, you might see a panel that shows
a creating extent pools task for some time (shown in Figure 10-8).

ﬁ Creating extent pools

$1¢ Finished

Success

gﬁ View Details

Figure 10-8 Creating extent pools task message panel
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8. Select Real-time manager — Configure storage — Ranks, and select the storage
image 52 to see relationship between our newly created extent pool (ExpoTargCopy 0)

and R23 (see Figure 10-9).

Ranks: Real-time

Select storage image

| IbmStoragePlex - SVT 7589952 ||

Last refresh: Tuesday. November 13, 2007 11:45:42 AM CST

0 @ @ @ @ | — Select Action —

v” Print report |

Download spreadsheet

Select ~ |Number£ |Data State ~ |Conﬁguration State ~

|Storage Type ~ |RAID i |Array & |Extent Pool ~

| R20
| R21
| R22
| R23
4@ Page 3 of 3

.w Mormal FB
Wiormal Unassigned FB
.w Mormal FB
.w Mormal FB

3 @ Total 24 Filtered- 24 Displayed 4 Selected 0

RAID 5
RAID &5
RAID 5
RAID &

A20

Miranda

ExpoSourceCopy
ExpoTargCopy_0

Figure 10-9 Viewing the ranks and associated extent pool
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10.2 Creating logical volumes

To create logical volumes, follow these steps:

1. After creating the extent pool, we need to create volumes (LUNSs) within our newly created
extent pool. Select Real-time manager — Configure storage — Open systems —
Volumes - Open systems, and select the appropriate storage image. Select Create from
Select Action drop-down menu (see Figure 10-10).

Volumes - Open systems: Real-time

Select storage image Select secondary filter
| IbmStoragePlex - SVT 7589952 |v| Al >
Last refresh: Tuesday. November 13, 2007 11:52:27 AM CST
| @ lz @ -—- Select Action — [ | Print report | Download spreadshest
Select ~ | Nickname ~ |ID < [ Status ~ | Type aesa?f“t Action — 5B(2430) ~ | GB(10%9) ~ |Blocks ~ | RAID
] WINScs0001 1000 Mpormal -unpr{— Table Actions — T'E 8.0 8.6 16.777.216 RAID 5
iy ¥ ) Select All : - Ve _
[ TWiNScs0002 1001 MNomal bunpr S 5t 8.0 86 16.777.216 RAID 5
™ CIvMoooT 1002 Mpigmmal 1-protdSelect All On Current Page 328 352 68.681.728 RAID 5
0 CIMo002 1003 MNormal 1protd oW Fllter Row 328 352 68.681.728 RAID 5
: MNormal | PrOtqclear Al Filters e : :
] o003 1004 Mpjarmal |-protg Edt Sort 32.8 35.2 6B.681.728 RAID &
- Clear All Soris i .
El o004 1005 Mormal |-protectem— Sramard 328 352 6361728 RAID A
™ CIMo00s 1006 M[grmal 1-protected  Standard 328 35.2 68.681.728 RAID 5
M CIM0006 1007 MNormal 1-protected  Standard 328 352 68681728 RAID 5
™ ciMooor 1008 Mpormal lprotected | Standard 65.7 70.6 137.822.208 RAID 5
7 CIM0008 1009 Mormal l-protected  Standard B5.7 70.6 137.822.208 RAID 5
Page 10f 6 & 1 Total: 51 Filtered- 51 Displayed: 10 Selected: 0

Figure 10-10 Working with open systems volumes
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2. In the Select extent pool panel, select the newly created extent pool as shown in
Figure 10-11.

Create open systems volumes: Real-time

Select extent pool

= Salact extent pool

Select an extent pool and then click MNext

Define volume

characteristics

Define volume

properties Select extent pool

Create volume

nicknames

Verification | Select Action — |v]

Select ~ |Nickname ~  [Number ~ |[RAID ~ [Available Physical GB ~ |Available Virty

0 ExpoTargCopy_0 P3 RAID & 388
C ExpoSourceCopy PG RAID & 320
C IMiranda P4 RAID & 96
C CIM P2 RAID 5 182
C American_Geo P1 RAID & 3,746
C TWINScsEXT PO RAID 5 436
Page 1 of 1 Total: 6 Filtered: 6 Displayed: 6 Selected: 1

Figure 10-11 Selecting an extent pool

3. Create the protected LUNSs for the load source unit and all other LUNs by selecting iSeries
- Protected for the Volume type.

Note: If your external load source is mirrored, for example, to provide path protection
when using an older i5/0S version before V6R1, select iSeries - Unprotected only for
creating the mirrored load source target volumes.

Because you have not created any volume groups, do not select any volume groups from
the “Select volume groups” option. Select the default value for the “Extent allocation
method” option, as shown in Figure 10-12. That is, do not use the rotate extents storage
pool striping function (refer to 3.2.6, “Planning for capacity” on page 67).
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Create open systems volumes: Real-time

Define volume characteristics

+ Select extent pool

., Define volume
characteristics
Define volume
properties RAID type
Create volume RAID 5
nicknames

Verification

#Volume type

Specify the correct field values and then click MNext

| iSeries - Protected

#Extent allocation method

Rotate volumes

Select valume

TWINScsVG
ExpolS_VG
Miranda3
Miranda4
CIMspIST  [w

< Back || Next » |wa55&§ Cancel

Figure 10-12 Define volume characteristics
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4. Specify to create the logical volumes (LUNSs) by entering the information for Quantity, Size,

and LSS, and then click Next to continue.

It is possible to create more than one volume at a time. In this example, we create four
volumes. Because these LUNs are for an i5/0OS environment only fixes LUN sizes are
available. In our case, we are using 35.16 GB LUNSs (see Figure 10-13). We also associate
them with the logical subsystem (LSS) 0x21. Remember that the LSS is important when
planning to use Metro Mirror or Global Mirror as it should preferably be the same for

source and target volumes to help ease the administration.

Create open systems volumes: Real-time

Define volume properties
v Select extent pool

T For details on using this page, refer to the Help

characteristics
Define volume
properties #Quantity

Create volume 2 |
nicknames

Calculate max size

Verification

#3Size (GB=10"9)

| Calculate max quantity

Available Extents in Extent Pool
Extent Size:
Available Storage Capacity in Extent Pool:

Available addresses on selected LSSs: 256

385.0 GB (109)

Select LSSs for volum

+Select LSS

< Back Nex{> ki

Figure 10-13 Define volume properties
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5. Define the naming convention to be used for the volumes. We use ExpoFC as the prefix
because these LUNs are used for the FlashCopy of the Expo system (see Figure 10-14).

Create open systems volumes: Real-time

Create volume nicknames
+ Select extent pool

TR T Check the box for "Generate a sequence of nicknames based on the following” to enter data in the followi
characteristics
Define volume
properties

Create volume
hicknames

Quantity of valumes |4

Verification [¥] Generate a sequence of nicknames based an the fallowing
[¥] Use hexadecimal sequence

Prefix (e.g. Vaol) Suffix (e.g. 0001)
|ExpoFC [0004]

| < Back | Ne[% > Lﬂﬁiﬂj Cancel

Figure 10-14 Creating volume nicknames

6. The Verification panel displays as shown in Figure 10-15. Review the information, and
click Finish to actually start the logical volume creation process.

Create open systems volumes: Real-time

Verification
+ Select extent pool
T Review and verify the data before clicking Finish
characteristics
Define volume
properties
Create volume o
N icTTERTeS, Attribute | Value
N Extent pool ExpoTargCopy_0
LSSs 21
RAID type RAID &
Wolume groups Mone specified by user
Micknames ExpoFC0001-ExpoFC0004
CQuantity 4
WVolume type iSeries - Protected
Extent allocation method Rotate volumes
Storage allocation method Standard

| < Back | [lieri=] Fiish || Cancel

Figure 10-15 Verifying the creation of the open volume
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7. During the creation of the volumes, the Long Running Task Properties panel displays. You
can close this panel by clicking Close. You can find all of the tasks detail by selecting
Real-time manager — Monitor system — Long running task summary. You can also
save the Long Running Task Properties to a file. See Figure 10-16.

Long Running Task Properties

You can view details about the long running task, view log file details, and =ave log files.

Task Name Task Type

Create open 3systems volumes | Real-time |
User Resource

admin | |STI 7589952 —4|
State Status

‘Finished | |Suc:cess |
Start Finish

‘07;11;13 12:00:01-0600 | 07/11/13 12:00:06-0600

Task Details

Tue Mov 13 12:00:02 CST 2007 - Preparing to create volumes -

Tue Mov 13 12:00:02 CST 2007 - Creating volumes -

[Tue Mov 13 12:00:06 CST 2007 - Creating volumes(4 of 4 volumes created) -
Tue Mov 13 12:00:06 CST 2007 - Preparing to modify volume groups -

Tue Mov 13 12:00:06 CST 2007 - Modifying volume groups -

Tue Mow 13 12:00:06 CST 2007 - Success -

| Clpse | | Save to File | | View Summary |
Al

Figure 10-16 Long running task message for creating volumes

10.3 Creating a volume group

To create a volume group, follow these steps:

1. Create a new volume group by selecting Real-time manager — Configure storage —
Open systems — Volume Groups. Select Create from the Select action drop-down
menu (see Figure 10-17).

Alerts
g Mo alerts active

Volume Groups

= o

Select NEcknal' C"Eatg ] l'\ Status ~ ;degrzﬁsmg #~ :_;'gk ~|Volumes -~ | Capacity -~ gsnﬁnections
] TWINScsVG 0 a Narmal Mask 520 2 16.0 2

] ExpolS_VG 1 a Normal Mask 520 4 131.2 0

] CTFBladeSVols 3 a Narmal Mask 512 10 500.0 1

] CTFBladelVols < a Narmal Mask 512 5 500.0 1

Figure 10-17 Working with volume groups
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2. The Create New Volume Group panel displays. Accept the default volume group nickname
from Volume Group Nickname or enter a different nickname if desired. In our example,
we use ExpoFC_VG for our volume group nickname. Select IBM iSeries and AS/400
Servers (0S/400)(iSeries) for the Host Type, and select the volumes to be included in
the group. In our example, we choose a filter for LSS 0x21 that we have defined before in

step 4 on page 358). (see Figure 10-18).

Create New Volume Group

Define Volume Group Properties

#Wolume Group Nickname
ExpoFC_WVG

Volumes

*Host Type

IBM iSeriez and A5/400 Servers (05/400)(iSeriez)

Select volumes to be included in the aroup.

Define the volume group properties. A volume group is a set of logical volumes that can be accessed by a host.

Filter by LSS [ 21 [w]
BT a®m
- Storage o >
Select |Nickname ~|ID ~ | Sllaeation GB(2"30) GB{10"9) RAID Type Extent Py
ExpoFC0001 2100 Standard 32.8 35.2 RAID 5 ExpoTarg
ExpoFC0002 2101 Standard 32.8 35.2 RAID 5 ExpoTarg
ExpoFC0003 2102 Standard 32.8 35.2 RAID 5 ExpoTarg
ExpoFCO004 2103 Standard 32.8 35.2 RAID 5 ExpoTarg
Showing 1 - 4 of 4 Selected 4
| Cancel |

Figure 10-18 Define volume group properties
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3. In the Verification panel, verify that the details are correct, and then click Finish. The
volume group is now ready to be used for the FlashCopy (see Figure 10-19 and

Figure 10-20).

Create New Volume Group

Verification
Review the attributes and verify that they are correct. If they are not correct, click Back to return to the previous page and to specify the

click Finish to complete the process.

&

Attribute ~|value

Nickname ExpoFC_WG

Accessed by host types IBM iSeries and AS/400 Servers (05,/400)
4

Valume quantity

Selected capacity (Einary/Decimal GB) 128(2~30)GB/ 140(10~9)GB

Showing 1 -4 of 4  Selected 0

Figure 10-19 Volume group creation verification

Create volume group

3¢ Finished

Success

| oKy || viewpetis |

Figure 10-20 Volume group creation finished
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11

Implementing FlashCopy using
the DS GUI

In this chapter, we explain how to implement FlashCopy using the GUI. You can also
implement FlashCopy using the DS command-line interface (CLI) commands. For our
environment, we copy from a single source to a single target, as shown in Figure 11-1.

DS8300
Reds LPAR 51

Figure 11-1 FlashCopy environment
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To implement FlashCopy using the GUI, follow these steps:

1. Access the DS GUI as described in 9.1.3, “Accessing the DS GUI interface” on page 338,
and then sign on using an administrator user name and password, as shown in
Figure 11-2.

IBM System Storage™ DS8000 Storage Manager

IBM System Storage DS8000 Sign On
Enter user name and password to sign on
\\\ #lJser name
Welcome |
IBM System Storage
DS8000 *Passwaord

|

If the session is inactive for more than two hours after you log on, the session expires, and
you must log on again

Figure 11-2 DS8000 Sign On panel

The main DS Storage Manager window (Figure 11-3) is the starting point for all your
configuration, management, and monitoring needs for the DS disk and Copy Services
tasks. The underlying hardware (two System p models), I/O drawers, and 1/O adapters are
controlled by the storage HMC built into the DS8000 rack or a standalone desktop SMC.

From any of the GUI panels, you can access the Information Center by clicking the
question mark (?) in the upper-right corner of the page.

DS8000 Storage Manager
N 4 -

A

The basics @ Flash version 1 HTML version

IManaging hardware configurations @& Flash version ©1HTML version

Version 5.3.0.1989

Getting started with...

Configuring storage @ Flash version =1 HTML version

Additional Resources

Using the Information Center

IBM System Storage Technical Support Web Site

Figure 11-3 DS8000 Storage Manager - Getting started
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2. Create the new FlashCopy implementation by selecting Real-time manager — Copy
services — FlashCopy. Choose Create from the Select action drop-down box (see
Figure 11-4).

FlashCopy: Real-time

Storage complex Storage unit Storage image
|IbmStoragePlex [w|  |<7589950> [v|  [Mon-SvT 7589951 |

Resource type Specify Storage type
|AII volumes M | Mone selected M

Last refresh: Tuesday. November 13, 2007 2:42:06 PM CST
O --- Select Action -—- M| Print report | Download spreadsheet

Select ~ |Souroe Nickname & | Source ID ~ |'E§?§Ct Action — get D ~ | Status ~ |Persistent e |Change Recordi

Total 0 Fil— Table Actions —  Ehkited 0

Select All
Deselect All
Show Filter Row
Clear All Filters
Edit Sort

Clear All Sorts

Figure 11-4 DS8000 Storage Manager FlashCopy window

3. In the right panel, select the type of relationship. In this example, we select A single
source with a single target. Click Next to continue (see Figure 11-5).

Create FlashCopy: Real-time

Define relationship type

=0 Define relationship type
Select source volumes
Select target volumes
Select common options
Verification ® A single source with a single target

O A single source with multiple targets

Select the type of FlashCopy relationship to create and click MNext

(] Allow source volumes to be space efficient volumes
[ Allow target volumes ta be space efiicient volumes

[=Back]

Nexp || Finis || cancel |

Figure 11-5 Defining the FlashCopy relationship
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4. In the Select the source volumes panel, specify the storage type for the FlashCopy.
Because we are working with a System i environment, we are concerned only with fixed
block (FB) volumes, so we select All volumes for Resource type option and All FB
volumes for Specify Storage type option (see Figure 11-6).

Create FlashCopy: Real-time

Select source volumes

- Define relationship

or Select source
volumes

Select target
volumes Resource type

Specify Storage type

type Select one or more source volumes and click Mext. Source volumes cannot be space efficient volumes. All of
appearing in the table presented on this page are standard volumes

Select common |AII IS M

Mone selected

M

options

Mone selected

Verification

© @ &2 O

All FB volumes

All CKD volumes

| S Select Action ¥

Select ~ |Nickname ~ [ID ~ [ Status ~ [Velume Type ~ [Type ~ |GB(2*30) ~ |GB(109) ~ |Exi

Total: 0 Filtered: 0 Displayed: 0 Selected: 0

[ = Back ]| Next > || “in=n || Cancel |

Figure 11-6 Specify Storage Type for source volumes
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5. In the next panel (Figure 11-7), select the volumes that are to be flashed. If the volumes
that you want to select are on different pages, use the arrow key to go to the next page.

Click Next to continue.

Create FlashCopy: Real-time

v Define relationship type

= Select source volumes
Select target volumes
Select common options
Verification

Select source volumes

Select one or more source volumes and click Mext. Source volumes cannot be space efficient volumes
in the table presented on this page are standard volumes

Resource type

Specify Storage type

|AII volumes

[]

All FB valumes  |»

--—- Select Action ---

(]

|GB(230) ~ |GH

Select ~ |Nickname i |ID i |Status i |‘u'ulumeT]rpe €3 |Type <

¥ MNDpool11 1056 Mormal [-protected B5.7
¥ MNDpool12 1057 Mormal [-protectad B5.7
¥ NDpool13 1055 Mormal [-protectad B5.7
¥ NDpool14 1059 Miormal |-protectad B5.7
¥ MNDpool15 1054 MMormal [-protected B5.7
¥ jazMMtarget 1056 MMormal [-protected 8.0
B jazlMtarget2 105C Mormal [-protected 8.0
¥ jazlMtarget3 1050 MMormal [-protected 8.0
THAls 105E MNarmal |-protected 3238
TH1Vol1 105F Eriormal |-protected 3238
4@ Page 6 of 19% IE— Total: 190 Filtered: 190 Displayed: 10 Selected: 2

e | e

Figure 11-7 Selecting the FlashCopy source volumes
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6. In the next panel (Figure 11-8), select the target volumes and click Next to continue.

Note: For System i environments always make sure the selected target volumes are the
same System i volume model like the source volumes, i.e. they match in terms of
volume capacity and protection mode.

Create FlashCopy: Real-time

Select target volumes

v Define relationship type

v Select source volumes

=0 Select target volumes
Select common options

Select a target volume for each selected source volume and click Mext. Target volumes cannot be spd
volumes appearing in the table presented on this page are standard volumes

Verification

Please select 4 targets

Resource type Specify Storage type

|AII volumes Ill |AII FB volumes P;]

O @ \El — Select Action — _[:]

Select ~ |Nickname ~ [ID ~ [Status ~ |GB{2430) ~ [GB{10~9) ~ |ExtentPool 4
| RedsBS0048 1170 Miarmal 328 352 RedsBootSan
| EndurMDmm 1171 Miormal 65.7 70.6 ExpoBootSan
THAFCIs 2100 Mnormal 328 35.2 ExpoBootSan
THAFCVal1 2101 Erormal 328 35.2 ExpoBootSan
TH1FCVal2 2102 MMormal 328 35.2 ExpoBootSan

Figure 11-8 Selecting the target volumes

7. In the Select common options panel, select the parameters that you require (as shown in
Figure 11-9). If you leave the default Initiate background copy option selected as in our
example, a full copy of the data is forced from the source to the target.

When using FlashCopy to create a system or IASP image for backup to tape purposes,
you typically should not use the background copy option to copy changed tracks only and
thus limit the performance impact to the production system. In this case, clear the “Initiate
background copy” option. If you are using DS CLI, use the mkflash command -nocp
option. Click Next to continue.
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Create FlashCopy: Real-time

Select common options
+ Define relationship type

+ Select source volumes
v Select target volumes
=i Select common options

Verification [ Make relationship(s) persistent

Select one or more copy options for the FlashCopy volume pairs and click MNext

[¥]Initiate background copy
[]Enable change racarding

Permit FlashCopy to occur if target volume is online for host access
[[]Establish target on existing Metro Mirror source

[ inhibit writes to target volume

ke Smminr ETRTLLY Lo

Figure 11-9 FlashCopy startup options

8. In the Verification panel, verify that the source and target LUNs are as required, as shown
in Figure 11-10. Click Finish to continue the FlashCopy implementation.

Create FlashCopy: Real-time

Verification
Define - - ) - . .
(EEV TN R o=l /erify the number of relationships and the selected copy options before clicking Finish

Select source

volumes
Select target Sequence number: 0
volumes
Select common R
options Copy options
ooigincalb Enabled copy options | Disabled copy options
Initiate background copy Inhibit writes to target volume

Fail relationship if space efficient target volume runs out of space Allow target volumes to be space efficient vol
Write inhibit source volume If space efficient t
Establish target on existing Metro Mirror sour
Permit FlashCopy to occur if target volume is
Make relationship(s) persistent
Enahle change recording

FlashCopy relationships created

Source nickname | Source ID |GB(2230) |GB(10~9) |Target nickname |Target ID |GB{2#30) | GB|
TN1ls 105E 328 35.2 TNAFCls 2100 32.8 35.2

mu NELWANE] ARCE 275 0 AL N ThRIAC™Y 4 DANA | O 2L A

Figure 11-10 Verifying the FlashCopy options

Chapter 11. Implementing FlashCopy using the DS GUI 369




9. View the relationships between the source and target. Figure 11-11 shows that more than
zero tracks are out of sync and that the copy process is still running in the background.
Click one of the Source Nickname to see the FlashCopy properties.

Note: Independent from the FlashCopy completion state you can start using the
FlashCopy target volumes without restriction for both host read and write access from
another System i server or LPAR as soon as the FlashCopy relationship has been
established, that is corresponding DS8000 internal track bitmaps are created.

FlashCopy: Real-time

Storage complex Storage unit Storage image
|lbmStoragePlex [v| | <7589950>  [v|  |Mon-SvT 7589951 |

Resource type Specify Storage type
|I—‘~.II volumes V] |f’-‘~.l| FB volumes V]

Last refresh: Tuesday. November 13, 2007 3:04:40 PM CST

O -— Select Action —- :}| Print report Download spreadshest

Select ~ | Source Nickname &l Source ID ~ |Target Nickname ~ |Target D ~ | Status ~ |Persistem & |{lh
il TH1Voll 105F | TN1FCVal1 2101 Out-of-sync tracks = 0 Mo Dig
il TH1Vol2 1060 TN1FCWVol2 2102 Out-of-sync tracks = 0 Mo Dig
il TI\IW’DIE 1061 TN1FCVol3 2103 Background copy running Mo Dig
[ THls 105E | THAFCls 2100 Out-of-sync tracks = 0 Mo Dis
Page 1 of 1 Total: 4 Filtered: 4 Displayed: 4 Selected: 0

Figure 11-11 FlashCopy status
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10.The next panel lists the general properties of the FlashCopy (Figure 11-12). Verify the
attributes, and click Out of sync tracks to see another properties of the FlashCopy.

FlashCopy Properties: Real-time

General

General

Out-of-sync fracks

I
b

Review the attributes of the current relationship

Attribute | Value

Created Mov 13, 2007 3:04:19 P
Last Refresh Mov 13, 2007 3:04:19 PM
Relationship will remain Mo

Change recording Mo

Revertible MNa

Background copy initiated Mo
Source is write inhibited  No

Target is write inhibited Mo

Source ID 1060
Source Nickname Th1Val2
Source Allocation Method Standard
Tarnst 1N 2102

Figure 11-12 FlashCopy general properties

11.At any time you can look to see how many tracks are out of sync (see Figure 11-13). This
is not an error condition but rather an indication of the number of tracks that have not been
copied since the FlashCopy was initiated. When the FlashCopy has completed, the Status
panel is changed to Copy complete. Click Close to exit the properties panel.

Qut-of-sync tracks

Set a refresh interval to display the current out-of-sync tracks

Source Nickname

| Source 1D |Target Nickname |Target 1D

TH1Val2

Total- 1

1060 THAFCWYal2 2102

Refresh Interval
1 Minute  |w

Out-of-sync tracks: 421221

Figure 11-13 FlashCopy Out-of-sync tracks properties
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12

Implementing Metro Mirror using
the DS GUI

In this chapter, we describe the steps to configure the Metro Mirror function using the DS GUI,
where the host is a System i server. We also reference the DS command-line interface (CLI)
options when appropriate.
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12.1 Metro Mirror arrangement

To implement Metro Mirror, you need a second storage system and a second System i
partition to attach to that storage system in the event of a switchover.

In our example for sake of simplicity we used a DS8300 LPAR machine to set up Metro Mirror
within one physical machine between both storage images 75-89951 and 75-89952 shown as
separate machines 51 and 52 in Figure 12-1. For a real production environment disaster
recovery solution, you need to set up Metro Mirror between different physical machines at
different locations.

Figure 12-1 Metro Mirror arrangement with a System i5 environment

12.2 Implementing Metro Mirror volume relationships

Important: Before you can create Metro Mirror volume pairs, you must create PPRC paths
between a source LSS in a specified storage unit and a target LSS in a specified storage
unit. Either use the DS Storage Manager GUI Realtime Manager — Copy Services —
Paths function or the DS CLI mkpprcpath command (see 7.2.1, “Creating Peer-to-Peer
Remote Copy paths” on page 282).
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To configure Metro Mirror volume relationships:

1. Access the DS GUI as described in 9.1.3, “Accessing the DS GUI interface” on page 338
and sign on using an administrator user name and password (see Figure 12-2).

IBM System Storage™ DS8000 Storage Manager

IBM System Storage DS8000 Sign On

Enter user name and password to sign on

#Llser name

Welcome |
IBM System Storage
DSE8000 *Password

|

If the session is inactive for more than two hours after you log on, the session expires. and
you must log on again

Figure 12-2 DS8000 Sign On panel

2. On the main page of DS Storage Manager, in the left navigation panel, select Real-time
manager — Copy Services — Metro Mirror, as shown in Figure 12-3.

Welcome |
DS8000 Storage Manager

Version 5.3.0,198%

Getting started with...

The basics @ Flash version [ HTML version

Managing hardware configurations @ Flash version £ HTML version

Configuring storage @ Flash version =1 HTML version
Additional Resources

Using the Infarmation Center

IBM System Storage Technical Support Web Site

Figure 12-3 DS8000 Storage Manager: Getting started

Note: At any time you can access the online help for a description of the available
functions, by clicking the question mark (?) in the upper-right corner.
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3. In the next panel, connect to the storage image of the source DS system. Select Create
from the Select Action drop-down menu.

Metro Mirror / Global Copy: Real-time

Storage complex Storage unit Storage image
|IbmStoragePlex [v|  [<7589950> [v|  [Mon-SvT 7589951 |
Resource type Specify Storage type

|AII volumes M |AII FB volumes M

Last refresh: Tuesday. November 13, 2007 5:44:32 PM CST
O --- Select Action -— M| Print report | Download spreadsheet |

--- Select Action ---

Select ~ |Souroe ESS serial ~ |Souroe Nickna

Craaia ™ rget ESS serial ~ |Target Nickname - |Target 1D
Total 0 Filtered|— Table Actions —  Eut0

Select All

Deselect All

Show Filter Row
Clear All Filters
Edit Sort

Clear All Sorts

Figure 12-4 Creating a Metro Mirror relationship
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4. In the Volume Pairing Method panel, you can choose to have the individual pairs linked
automatically by the system (see Figure 12-5). If you select the “Automated volume pair
assignment” option, the system pairs the first volume on the source with the first volume
on the target, then the second, third, and so on until all volumes are paired. If your naming
convention does not allow this, you must select Manual volume pair assignment. Click
Next to continue.

Create Metro Mirror: Real-time

Volume Pairing Method

= Yolume Pairing Method
Select source volumes
Select target volumes
{Auto pairing)

. @ Automated volume pair assignment
Select copy options

(2 Manual volume pair assignment

Verification

[ Allow source volumes to be space efficient volumes
] Allow target valumes to be space efficient volumes

Figure 12-5 Volume Pairing Method for Metro Mirror
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5. Inthe Select source volumes panel, specify the source volumes that you want to include in
this Metro Mirror implementation, as shown in Figure 12-6. If the volumes that you want to
select are on the different pages, use the arrow key to go to the next page. Click Next to
continue.

Select source volumes

Select one or more source volumes for the Metro Mirror relationships and click Next. Optionally, click the Create Paths button to
create paths for the selected volumes. Source volumes cannot be space efficient volumes. All of the volumes appearing in the table
presented on this page are standard volumes

Resource type Specify LSS
s ¥ [ v
O | — Select Action — v

Select ~ |Nickname ~ [ID ~ [Status ~ |Volume Type ~ [Type ~ |GB(2730) ~ |GB{1079) ~ ExtentPool ~
[ MDpool11 1056 Mormal [-protected B5.7 70.6/Non SVT 0D
[ MNDpool12 1057 MMormal [-protected B5.7 70.6 Mon SVT 1
[ MNDpool13 1055 Mormal [-protected 657 70.6 Mon SVT D
[ MNDpool14 1059 MMormal [-protected B5.7 70.6 Mon SVT 1
[ MNDpool15 1054 MMormal [-protected B5.7 70.6 Mon SVT 0D
[ jazMNtarget 1056 EMormal [-protected 8.0 8.6/Mon SVT 0
[ jazMNtarget?2 105C WMormal [-protected 8.0 8.6/Mon SVT 1
[ jazMNtarget3 1050 MMormal [-protected 8.0 8.6 ExpoFLASH
THAls 105E Mparmal |-protected 328 35.2 Non SVT 0
TH1Vol1 105F ®riormal l-protected 328 35.2 Non SVT 0

4 Page 6 of 9 o [6 |[Go] | Total 83 Filtered: 83 Displayed: 10 Selected: 4

Figure 12-6 Select source volumes for Metro Mirror
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6. For auto pairing, in the Select target volumes (Auto pairing) panel, select the target
volumes (from another image of the DS8000 in this example), and let the system match
them. See Figure 12-7. For additional volumes, use the arrow to go to the next panel or
enter the number of the page that you require, and click Go.

Select target volumes (Auto pairing)

Select the same number of target volumes as selected source volumes and click Mext. Target volumes cannot be space efficient
vaolumes. All of the volumes appearing in the table presented on this page are standard volumes

Please select 4 targets

Storage complex Storage unit Storage image

|IbmStoragePlex [w|  |<7589950> [v| [svT7ssessz  [v]

Resource type Specify LSS

|Lss ¥ [10 []
O |--- Select Action —- M

Select ~ |Nickname ~ [ID ~ |Status ~ |Type ~ |GB(2*30) ~ |GB{10*9) ~ |Extent Pool ~ |Host Connections ~
L Miranda30701 1014 Mpormal  1-protected B5.7 70.6 Miranda 1
L Miranda31401 = 1015 Marmal  1-protected 1314 141.1 Miranda 1
L Miranda32801 1016 Mpormal  1-protected 262.9 2823 Miranda 1
L Miranda40701 = 1017 Bparmal  1-protected B5.7 70.6 Miranda 1
L Miranda41401 = 1018 Mpormal  1-protected 1314 141.1 Miranda 1
L Miranda42801 1019 Miormal  1-protected 262.9 2823 Miranda 1
ExpolL 30001 1014 Mpormal  1-protected 328 35.2 ExpoSourceCopy 0
ExpolLS0002 1018 Bplormal  1-protected 3245 352 ExpoSourceCopy 0
ExpolL30003 101C .w |-pratected 328 352 ExpoSourceCopy 0

Figure 12-7 Select target volumes (Auto pairing) for Metro Mirror
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7. The Select copy options panel offers additional options that you can select, as shown in
Figure 12-8. Not all of the options are valid for the System i5 platform. For a detailed
explanation of each option, see the online help text using the question mark (?). In our
example, we select the Perform initial copy option. This option guarantees that the
source and target volume contain the same data. When Metro Mirror relationship is

created with this option, the entire source volume is copied to target volume. Click Next to
continue.

Create Metro Mirror: Real-time

Select copy options

v Volume Pairing Method = - : - ) .
 Select source volumes Select a relationship type and copy options for the volume pairs and click Mext

» Select target volumes
(Auto pairing)

=i Select copy options Define relationship type
Verification & Metra Mirrar
O Global Copy

[JReset reservation (Open Systems)
[¥] Perform initial copy
[0 Permit read access from target
Create relationship even if target is online to a host (zSeries)
[ Suspend Metra Mirror relationship after initial copy

Enable cntical volume mode

Disable auto-resync

| < Back | Neﬁ = Efl% Cancel

Figure 12-8 Select copy options for Metro Mirror
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8. On the Verification panel, verify that the setup is correct, as shown in Figure 12-9.

Create Metro Mirror: Real-time

Verification

Volume
+" Pairing Verification
Method
Select
v source
volumes
Select Source nickname| Source ID| Source Storage Cumplex| Source Binary GB| Source Decimal GB| Target nick

target THls 105E IbmStoragePlex 328 35.2 ExpolS000
"}"A"L‘ges TH1Vol1 105F IbmStaragePlex 328 35 2 Expol.S000
pairing) TH1VoI2 1060 IbmStoragePlex 3238 35.2 ExpolS000
Select TH1VoI3 1061 IbmStoragePlex 3238 35.2 ExpolS0004

d copy Page 1 of 1 Total: 4 Displayed: 4
options

= Verification

Figure 12-9 Verifying the Metro Mirror relationship

Scroll to the right and verify the details there as well (Figure 12-10). If everything is
correct, scroll back to the left, and click Finish to continue.

| Create Metro Mirror

omplex | Source Binary GB| Source Decimal GB| Target nickname | Target I[I'| Target Storage Cm‘nplex| Target Binary GB| Tar

328 35.2 ExpolLS0001 101A IbmStorageFlex 328
328 35.2 ExpolLS0002 1018 IbmStorageFlex 328
328 35.2 ExpolLS0003 101C IbmStorageFlex 328
328 35.2 ExpolLS0004 101D IbmStorageFlex 328

Figure 12-10 Additional information for verifying the Metro Mirror relationship
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12.3 Displaying Metro Mirror volume properties

To display Metro Mirror volume properties, follow these steps:

1. The initial state of a newly created Metro Mirror relationship is Copy pending, as shown in
Figure 12-11. Select one of the Metro Mirror relationships from the Realtime Manager —
Copy services — Metro Mirror / Global Copy view, and select Properties from the
Select Action drop-down menu to see the detailed properties.

Metro Mirror / Global Copy: Real-time

Storage complex Storage unit Storage image

|lbmStoragePlex [v| | <7589950>  [v|  |Mon-SvT 7589951 v |

Resource type Specify Storage type

|I—‘~.II volumes V] |f’-‘~.l| FB volumes V]

Last refresh: Wednesday. November 14, 2007 4:54-04 PM CST
O @ @ lz @ |——— Select Action — | Print report | Download spreadshest

Select ~ | Source ESS serial ~ | Source Nickname & | Source ID ~ |Target ESS serial -~ |Target Nickname ~ |Targret 1D
I 7589951 TH1Vaold 105F 7589952 Mot retrieved 0002:101B
I 7589951 TH1Vol2 1060 7589952 Mot retrieved 0ooz-101C
I 7589951 TH1Vol3 1061 7589952 Mot retrieved 00021010
I 7589951 THAls 105E 7589952 Mot retrieved 0002-101A
Page 1 of 1 Total: 4 Filtered: 4 Displayed: 4 Selected: 0

Figure 12-11 Copy status of Metro Mirror relationship
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2. The Metro Mirror Properties panel, shown in Figure 12-12, displays similar status

information (Copy pending) such as that shown in the previous panel (Figure 12-11). Click

Out-of-sync tracks from the Metro Mirror Properties navigation panel to see another

properties of the Metro Mirror relationship.

Metro Mirror Properties: Real-time

General

General

Out-of-sync fracks

Displays status information

Attribute | Value
Status Copy pending
Critical mode enabled Mo

Read access to the target No

Source ID 0001-1060

Source Mickname TH1Vol2

Source Allocation Method Standard

Target ID 0002-101C

Target MNickname Expol 50003

Target Allocation Method  Standard
Tatal: 9

Close

Figure 12-12 Metro Mirror relationship general properties
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3. From the Out-of-sync tracks properties panel, verify the number of tracks that are not

synchronized (see Figure 12-13).

Metro Mirror Properties: Real-time

Out-of-sync tracks

General

Qut-of-sync tracks
Displays number of out-of-sync tracks

Source Nickname | Source 1D |Target Nickname
0001:1060 ExpolLS0003

TH1Val2
Total: 1

Refresh Intewal
Dizahle v

Out-of-sync tracks: 510867

Close

Figure 12-13 Out-of-sync tracks
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Depending on the number and size of the volumes involved, it takes some time for the
number of out-of-sync tracks to reach zero. Select one of the Refresh Interval options to
refresh the Out-of-sync tracks automatically information (see Figure 12-14).

Metro Mirror Properties: Real-time

General

Qut-of-sync tracks

Out-of-sync tracks

Displays number of out-of-sync tracks

|Targret Nickname
0001:1060 ExpolLS0003

Source Nickname | Source 1D

TH1Vol2

Total: 1

Refresh Intewal

Out-of-sync tracks: 505946

5

Close

Figure 12-14 Reduced out-of-sync trackers

As each volume completely synchronizes, it changes to a state of Full duplex
(Figure 12-15).

Metro Mirror / Global Copy: Real-time

Storage complex
| IbmStoragePlex VI

Resource type

Storage image

MNon-SVT 7559951 V]

Storage unit
<7589950> V]

Specify Storage type

All volurmes v

lﬂ\ll FB volumes ﬂ

Last refresh: Wednesday. November 14, 2007 5:02:50 PM CST

|--- Select Action --- v” Print repaort | Download spreadsheet

Select ~ | Source ESS serial ~ | Source Nickname & | Source ID ~ |Target ESS serial ~ |Targ:et Nickname -~ |Target 1D

il 7589951
il 7589951
il 7589951
il 7589951
Page 1 of 1

TH1Vald 105F 7559952 Mot retrieved 0002:101B
ThH1Vols 1080 7559952 Mot retrieved 0ooz:1mc
TH1Vel3 1081 7559952 Mot retrieved 00021010
Thls 105k 7559952 Mot retrieved 0002:101A

Total: 4 Filtered- 4 Displayed: 4 Selected: 0

Figure 12-15 Volumes state changed to Full duplex
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After all volumes are full duplex, you know that the target is a true copy of the source (see

Figure 12-16).

Metro Mirror / Global Copy: Real-time

Storage complex
|I|‘J|11StnrageF'IexM

Storage unit
|<7689950> ||

Storage image
| Non-SVT 7589951 v |

Resource type Specify Storage type
|AII volumes M |AII FB valumes M

Last refresh: Wednesday. November 14, 2007 5:19:12 PM CST

M| Print report |

Download spreadsheet

Select ~ |Souroe ESS serial ~ |Souroe Nickname < |Souroe o~ |Target ESS serial ~ |Target Nickname -~ |Target|

7559952
7589952
7559952
7559952

O |--- Select Action -

O 7589951 TN1Vell 105F

O 7589951 TN1Vol2 1060

O 7589951 TH1Vol3 1061

O 7589951 TN1ls 105E

Page 1 of 1 Total: 4 Filtered- 4 Displayed: 4 Selected: 0

Mot retrieved 0002:101
Mot retrieved 0002:101
INot retrieved 0002:101
Iot retrieved 0002:101

Figure 12-16 Metro Mirror relationship in full duplex

Looking at Metro Mirror relationship from the target system (Storage image 7589952), you
can also see the same volume state information (see Figure 12-17).

Metro Mirror / Global Copy: Real-time

Storage complex
|I|‘J|11StnrageF'IexM

Storage unit
|<7689950> ||

Storage image
|§‘\.-‘T 7589952 v

Resource type Specify Storage type
|AII volumes M |All FB volumes M

Last refresh: Wednesday. November 14, 2007 5:19:12 PM CST

M| Print report |

Download spreadsheet

Select ~ |Souroe ESS serial ~ |Souroe Nickname < |Souroe o~ |Target ESS serial ~ |Target Nickname -~ |Target|

7559952
7559952
7559952
7559952

O |El |Z| IE' | — Select Action —

3 7589951 TH1Vell 105F

] 7589951 TN1Vol2 1060

O 7589951 TN1Vol3 1061

O 7589951 TN1ls 105E

Page 1 of 1 Total: 4 Filtered- 4 Displayed: 4 Selected: 0

Mot retrieved 0002:101
Mot retrieved 0002:101
Mot retrieved 0002:101
Mot retrieved 0002:101

Figure 12-17 Metro Mirror Relationship from the target system view

After the full duplex state is achieved, the Metro Mirror relationship is maintained until another
action is undertaken. This can be a failover through a disaster or a planned outage of the

source system.

386 IBM System Storage Copy Services and IBM i: A Guide to Planning and Implementation



13

Managing Copy Services in i5/0S
environments using the DS GUI

In this chapter, we discuss the tasks that are necessary to manage FlashCopy, Metro Mirror,
and Global Mirror using the DS6000 and DS8000 GUI. You can manage the Copy Services
functions from a DS command-line interface (CLI) or the GUI. In this chapter, we discuss the
options that are available with the GUI for the three Copy Services functions.
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13.1 FlashCopy options

FlashCopy has several options that you can use when you setup the FlashCopy relationship.
The options that you select dictate what can be done after the flash is established. The
following options are available:

Make relationships persistent

Initiate background copy

Enable change recording

Permit FlashCopy to occur if target volume is online for host access

Establish target on existing Metro Mirror source

Inhibit writes to target volume

Fail relationship if space-efficient target volume becomes out of space

Write inhibit the source volume if space-efficient target volume becomes out of space
Sequence number for these relationships

YyVYyVYYVYVYVYYVYYY

You can also manage FlashCopy in an i5/0S environment using the iSeries Copy Services
Toolkit.

In the following sections, we explain each of these options in detail.

Note: You can only attach FlashCopy LUNs to a System i i5/0S system or partition if they
represent a full system or an IASP image. Then you can use this system image or IASP
database to:

» Perform a backup

Run reports

Serve as a test environment

Test an application update

Test an operating system upgrade

vyvyyvyy

13.1.1 Make relationships persistent

The Make relationships persistent option dictates whether the relationship continues after the
copy is complete. If this option is not selected, the relationship ends after the copy is
complete, that is after all tracks are copied from the source to the target volume. A persistent
relationship remains even after the copy is complete. You can use this option for incremental
or revertible FlashCopy.

13.1.2 Initiate background copy

With the Initiate background copy option, all data from the source volume is copied physically
to the target volume or volumes. When the copy process is complete, the FlashCopy
relationship ends unless the relationship is persistent. This option is the only option that is
selected by default.

Clearing this option copies a track from the source to the target only if a track on the source is
modified that is not copied yet or a background copy is initiated later.

13.1.3 Enable change recording

Selecting the Enable change recording option makes the relationship persistent automatically.
It also monitors the writes and records changes on the volume pair in the FlashCopy
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relationship. This option is required for incremental FlashCopy, that is if you plan to refresh
the copy at a later date.

13.1.4 Permit FlashCopy to occur if target volume is online for host access

This option is not available for the System i5 platform. It is used on the IBM eServer zSeries®
platform.

13.1.5 Establish target on existing Metro Mirror source

This option creates a point-in-time copy of a volume. With Metro Mirror a copy of that
point-in-time copy is propagated to a remote site. This option creates a local point-in-time
backup and a remote point-in-time backup.

If you do not select this option and the FlashCopy target volume is a Metro Mirror source
volume, the create FlashCopy relationship task fails. This option defaults to not selected and
displays on the Verification page as disabled.

13.1.6 Inhibit writes to target volume

The Inhibit writes to target volume option prevents write operations from the host system
(source volume) to the target volume while the FlashCopy relationship exists. It is used in
context of Global Mirror to prevent host access to the FlashCopy target volumes containing
the consistency group saves.

13.1.7 Fail relationship if space-efficient target volume becomes out of space

This option if the target volume is a space-efficient volume. If the space-efficient target
volume is full, this option will fail the FlashCopy relationship without impacting the production
system.

13.1.8 Write inhibit the source volume if space-efficient target volume
becomes out of space

This option for space-efficient FlashCopy is not available if the target volume is not a
space-efficient volume. It prevents write operations to the source volume if the space-efficient
target volume is full.

Important: Using this option is not supported for i5/0OS.

13.1.9 Sequence number for these relationships

The Sequence number for these relationships option defines a number that can be used to
group FlashCopy relationships. The sequence number is a maximum of eight hexadecimal
digits in length. When defined during FlashCopy establish or resync, it can be used within
subsequent commands to refer to multiple FlashCopy relationships.

If the FlashCopy sequence number that is specified does not match the sequence number of
a current relationship or if a sequence number is not specified, the selected operation is
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performed. If the FlashCopy sequence number that is specified matches the sequence
number of a current relationship, the operation is not performed. The default value is zero.

13.2 FlashCopy GUI

In this section, we explain the options that are available to manage FlashCopy.

13.2.1 Delete

To delete the FlashCopy relationship, select Real-time manager —> Copy services —
FlashCopy. Select the relationship that you want to delete, and click Delete from the Select
Action drop-down menu as shown in Figure 13-1.

FlashCopy: Real-time

Storage complex Storage unit Storage image
|IbmStoragePlex [w| | <7589950>  [w|  |Non-SVT 7589951 v

Resource type Specify LSS
LSS e [21 [v]

Last refresh: Tuesday. November 13, 2007 3:25:45 PM CST

O ‘E| ’z‘ | — Select Action — :1| Frint report | Download spreadshest
_— 1 i -

Select ~ | Source Nickname < | Source 1D~ |_CreSa?:(Ieet.AEt|0n | Status ~ |Persistent i |Ch
1 TM1Vol1 105F TFhgjeie &lt-uf—sync tracks =0 Yes Dis
v TN1Vol2 1060 1nitiate Background Copy ckground copy running Yes Dig

- Properties ) n
O TH1Vol3 1061 1o ocet Target Write Inhibit Out-of-sync tracks = 0 Yes Dig
1 Tl 105E 1—- Tahle Actions — Out-of-sync tracks = 0 Yes Dis
. 4 |Select All
F 1 of 1 Total: 4 1
e 10 787 IDeselect Al

Select All On Current Page
Deselect All On Current Page
Show Filter Row

Clear All Filters

Edit Sort

Clear All Sorts

Figure 13-1 Real-time manager in FlashCopy
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The next panel displays a table that contains the FlashCopy relationship that you want to
delete (Figure 13-2). Click OK to confirm the delete operation.

Note: Select the “Eliminate data and release allocate target space on space efficient target
volumes” option to release the storage space that is allocated for the space-efficient target
volume in the repository volume.

Delete FlashCopy: Real-time

Selected FlashCopy pairs to delete

Source nickname -~ |Suurce ID ~ |Target nickname ~ |Target ID ~

TH1Vol2 1060 TN1FCVol2 2102
Tatal: 1

[¥] Eliminate data and release allocated target space on space efficient target volumes

B[]

Figure 13-2 Delete confirmation in FlashCopy

Deleting the FlashCopy relationship does not change the data on the target volume.

Note: You should reformat any previous FlashCopy target volumes that are configured to a
System i host before using them on another System i server or partition.
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13.2.2 Initiate Background Copy

After a FlashCopy relationship is established, it is possible to initiate a background copy as
shown in Figure 13-3. This option ensures that all data is copied physically from the source to
the target volume, that is all data is available on the target even after the FlashCopy
relationship is removed. Select Real-time manager — Copy services — FlashCopy, and
then select the FlashCopy relationship that you want to initiate. Choose Initiate Background
Copy from Select Action drop-down menu.

FlashCopy: Real-time

Storage complex Storage unit Storage image
|IbmStoragePlex [v| | <7589950>  [v|  |Mon-SvT 7589951 v |

Resource type Specify LSS
Lss ¥ |2 >
Last refresh: Tuesday. November 13, 2007 3-35:36 PM CST
O -—- Select Action — |» | Print report | Download spreadshest
Select ~ |50uroe Nickname & | Source ID ~ | E;esa?:eeu Action — | Status ~ | Persistent ~ |Cha
1 Th1Voll 105F 1oelete Background copy running| Yes Dis
v TH1Vol2 1060 Hnitiate Background Copy :&Jt—of—sync tracks =0 | Yes Dis
Properties ;
1 THAVol3 1061 -lReset Target Write Inhibit Copy complete Yes Dis
1 Thls 105E 1--- Table Actions —- Copy complete Yes Dis
.4 |Select All
F 1 0f1 Total: 4 1
e T2 ? IDeselect Al

Select All On Current Page
Deselect All On Current Page
Show Filter Row

Clear All Filters

Edit Sort

Clear All Soris

Figure 13-3 Initiate Background Copy option for FlashCopy

Confirm the option to complete the background copy as shown in Figure 13-4, and click OK to
continue.

Initiate background copy: Real-time

Confirm the volume pairs fram Non-SWT 7589951 on which to initiate a background copy and click Ok

€ [© @ O [ [ 2] (2 | [~ Sseectcton— 9
Select ~ | Source nickname < | Source ID ~ |Target nickname -~ |Target 1D~ | Relationship will rem
v TN1Val2 1060 THAFCWal2 2102 HES:
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: 1

[JReset target writes inhibit

oY [

Figure 13-4 Confirming the background copy
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13.2.3 Resync Target

The Resync Target action is used to refresh the target volume of a selected FlashCopy
relationship. Only data that has changed in the source volume since the initial FlashCopy or
the last resynchronization operation is copied to the target volume.

Note: You must enable the “Make relationships persistent” and the “Enable change
recording” options for the FlashCopy relationship before you can use the Resync Target
feature.

To resynchronize the target volume of a FlashCopy relationship:

1. select Real-time manager — Copy services — FlashCopy, and select the FlashCopy
relationship. Choose Resync Target from the Select Action drop-down menu as shown in
Figure 13-5.

FlashCopy: Real-time

Storage complex Storage unit Storage image

IbmStoragePlex |+ <7589950= w MNon-SWT 7589951 |

Resource type Specify LSS

LSS W 21 v

Last refresh: Tuesday, November 13, 2007 3:48:28 P CST
|| || O |E| |ﬁ| |z| |E| - Select Action - v|| Printrepot |  Download spreadsheet

Select ~ | Source Nickname < | Source ID ~ |_(-3-r:esé$|eﬂt " | Status ~ |Persistent e |Chal
| M1Vl 105F 1FlashCopy Revertible Copy complete Yes Disa
7 IN1Vol2 1060 1|3§!ege Back N Copy complete Yes Disa
¥ INvel 1061] Jpias et Out-of-sync tracks > 0 Yes Enab
[ THls 105E TReverse FlashCopy C&y complete Yes Disa

. 4 |Properties
Page 1 of 1 Total: 4 1
R 98" % |Reset Target Write Inhibit

—- Table Actions --

Select All

Deselect All

Select All On Current Page
Deselect All On Current Page
Show Filter Row

Clear All Filters

Edit Sort

Clear All Sorts

Figure 13-5 Selecting Resync Target for FlashCopy
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2. In the next panel (Figure 13-6), select the options for the resync.

Resync FlashCopy: Real-time

Select the copy options to use for re-synchronizing the target volumes and click QK.

Enable change recording
Enable all |+

Permit FlashCopy to occur if target volume is online for host access

Inhibit writes to target volume
Disable all |»

Sequence number
(00000000

[]Establish target on existing Metro Mirror source

Make relationship(s) persistent

Figure 13-6 Selecting the resync options for FlashCopy

3. In this example, for Inhibit writes to target volume, select Enable all (see Figure 13-7), and
then click OK to start resynchronization process.

Resync FlashCopy: Real-time

Select the copy options to use for re-synchronizing the target volumes and click Ok

Enable change recording
Enable all |+

Permit FlashCopy to occur if target volume is online for host access
Disable all |»

Inhibit writes to target volume
Enable all |»

Sequence number
[00000006

[ Establish target on existing Metro Mirror source

Make relationship(s) persistent

BR [

Figure 13-7 Enabling writes on the target volume
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4. You can see the status of the FlashCopy, the options that you selected, when the copy was
created, and when the copy was last refreshed from the properties panel (Figure 13-8). To
access the properties panel, refer to the Figure 13-5 on page 393, and select Properties
from Select Action drop-down menu.

FlashCopy Properties: Real-time

General General

Out-of-sync fracks

Review the attributes of the current relationship

Attribute | Value

Created Mov 13, 2007 3:47:40 P
Last Refresh Nov 13, 2007 4-39:54 PM|
Relationship will remain  Yes

Change recording Yes

Revertible Mo

Background copy initiated Yes

Source is write inhibited Mo

Target is write inhibited  Yes
Source D 1061
Source Mickname TH1Vol3

Source Allocation Method | Standard

Target ID 2103

Target Mickname TM1FCVol3

Target Allocation Method | Standard
Total: 14

Figure 13-8 FlashCopy properties

13.2.4 FlashCopy Revertible

The FlashCopy Revertible option is used to correct an inconsistency in the FlashCopy
relationship by discarding or committing the changes to a target volume. This option is
disabled after commit or discard change tasks is performed.

Note: The FlashCopy revertible option is valid for a FlashCopy relationship with the
persistent, change recording, target write inhibit, and no copy options enabled and with the
revertible option disabled.
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To enable this option:

1. From the navigation panel, select Real-time manager — Copy services — FlashCopy.
Select one of the FlashCopy relationship and choose FlashCopy Revertible from Select

Action drop-down box as shown in Figure 13-9.

FlashCopy: Real-time

Storage complex Storage unit Storage image
|lbmStoragePlex [w|  |<7589950> [w| | Non-SVT 7589951 |v|

Resource type Specify LSS
Lss = |2 vl

Last refresh: Tuesday. November 13, 2007 4:54:46 PM CST

Reset Target Write Inhibit

--- Table Actions —-

Select All

Deselect All

Select All On Current Page
Deselect All On Current Page
Show Filter Row

Clear All Filters

Edit Sort

Clear All Sorts

O --- Select Action -— |2 | Print report | Download spreadsheet
Select ~ | Source Nickname A| Source ID ~ | E;esé?:Ct Action — | Status ~ |Persistent £ |Chal

1 Th1Vael 105F TEiashCopy Reveriibie &n—nf—sync tracks = 0 Yes Disa

C Intvel2 1060 WP?EEE Back . t-of-sync tracks > 0 Yes Enab

nitiate Background Copy

v TH1Vol3 1061 -lF{esynt Targ?et P Copy complete Yes Enahj

1 Thls 105E 1Reverse FlashCopy Copy complete Yes Disa

Page 1 of 1 Total- 4 |Properties 1

Figure 13-9 FlashCopy Revertible
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2. In the Select common options panel, select the necessary option, and click Next to
continue, as shown in Figure 13-10.

FlashCopy Revertible: Real-time

Select common options

=i Select common options
Select advanced options
Verification

Select one or more copy options for the FlashCopy volume pairs and click MNext

Make a selection for the following option:
[l Permit FlashCopy to occur if target valume is online for host access
The following options will be set as shown:

Make relationship(s) persistent

Initiate background copy

Enable change recording

Establish target on existing Metro Mirror source

I\lex‘[l\:;Jj Finishd] [ Cancel |
1%

Figure 13-10 Revertible FlashCopy options

l=Backd]

3. Enabling the FlashCopy Revertible option can impact the ability to use more advanced
options. In the Select advanced options panel (Figure 13-11), you can see that because of
previous selections, no advanced options are available. You can enter only the sequence
number. Click Next to continue.

FlashCopy Revertible: Real-time

Select advanced options

v Select common options
Select advanced
options

Verification

Select one or more copy options and click MNext
=

The following options will be set as shown:
Inhibit writes to source volume
Inhibit writes to target velume

Allow target to be restored to pre-FlashCopy state (set revertible)

#3equence number
[0

[ = Back || Nexbgjg ~nish || Cancel |

Figure 13-11 Advanced functions of FlashCopy Revertible

Chapter 13. Managing Copy Services in i5/0OS environments using the DS GUI 397



4. On the Verification panel, verify the options, and click Finish to continue the revertible
operation (see Figure 13-12).

Verification
v Select common
options Verify the number of relationships and the selected copy options before clicking Finish

v Select advanced
options

«> Verification

Sequence number: 0

Copy options

Enabled copy options | Disabled copy options

Fail relationship if space efficient target volume runs out of space Write inhibit source volume If space efficient targ
IMake relationship(s) persistent Allow target volumes to be space efficient volum
Inhibit writes to source volume Initiate background copy

Enable change recording Permit FlashCopy to occur if target volume is or

Allow target to be restored to pre-FlashCopy state (set revertible) Establish target on existing Metro Mirror source
Inhibit writes to target velume

FlashCopy to set revertible

Source nickname |Suur-::e 1D |Target nickname
TH1Vol3 1061 TH1FCVol3

| < Back || [epie i Fin%sh Cancel

Figure 13-12 Verification of Revertible options
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13.2.5 Reverse FlashCopy

From the navigation panel, select Real-time manager — Copy services — FlashCopy.
Select one of the FlashCopy relationship, and click Reverse FlashCopy from Select Action

drop-down box (see Figure 13-13).

FlashCopy: Real-time

Storage complex Storage unit Storage image
|lbmStoragePlex [v| | <7589950>  [v|  |Mon-SvT 7589951 |

Resource type Specify LSS
LSS v 21 |

Last refresh: Tuesday. November 13, 2007 4:54:46 PM CST

Reset Target Write Inhibit

--- Table Actions —

Select All

Deselect All

Select All On Current Page
Deselect All On Current Page
Show Filter Row

Clear All Filters

Edit Sort

Clear All Soris

O @ @ @ @ -— Select Action —- w | Print report | Download spreadshest
Select ~ |50uroe Nickname & | Source ID ~ |-E;esa?:eeu Action — |Status & |Persis‘tertt o |Chan

| TH1Voll 105F FlashCopy Revertible Out-of-sync tracks = 0 Yes Diza

T TN1Vol2 1060 Delete Out-of-sync tracks = 0 Yes Enah

Initiate Background Copy

¥ TN1vol3 1061 150 e Targget R Copy complete Yes Enab

| Thls 105E | TReverse FlashCopy Copy complete Yes Disa

Page 1 of 1 Total- 4 |PTOPErlies 1

5

Figure 13-13 Reverse FlashCopy
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On the panel shown in Figure 13-14, you can select one or more copy options to reverse the
FlashCopy relationship. That is, the original source volume is now the target, whereas the
original target volume becomes the source of the FlashCopy relationship.

When a relationship is reversed, only the data that is required to bring the target current to the
source’s point-in-time is copied. If no updates were made to the target since the last refresh,
the direction change can be used to restore the source to the previous point-in-time state.

Reverse FlashCopy: Real-time

Select one or more copy options to use when reversing the volume pairs and click OK
IMake relationshipis) persistent - Yes

Enable change recording
Enable all |v|

Permit FlashCopy to occur if target volume is online for host access
Disable all ||

Inhibit writes to target volume
Enable all |v|

Fast Reverse
Disable all ||

Sequence number
(00000006

Figure 13-14 Options to reverse the FlashCopy relationship
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13.3 Metro Mirror GUI

In this section, we explain the options that are available to manage Metro Mirror using the GUI
panels.

13.3.1 Recovery Failover

The Recovery Failover option is used to confirm which volume pairs to use during a failover
operation to the recovery site. This option allows the target volumes at the recovery site to be
used to restart the production environment during planned or unplanned outage.

From the navigation panel of the target system, select Real-time manager — Copy
services — Metro Mirror/ Global Copy. Select one of the Metro Mirror relationship and
select Recovery Failover from the Select Action drop-down menu (see Figure 13-15).

Metro Mirror / Global Copy: Real-time

Storage complex Storage unit Storage image .
IbmStoragePlex | % | <7589950> |+ SWT 7559952 [adl
Resource type Specify Storage type
All volumes [adl All FB volumes ||
Last refresh: Wednesday, November 14, 2007 5:19-12 PM CST
O @ @ |Q @ -— Select Action — (»|| Print report | Downlead spreadshest
Select ~ | Source ESS serial ~ | Source Nickn E;eSa?:Lec'.HCtIDn o 5 serial ~ |Trget Nickname ~ |Target|
| 7589951 TH1Vold Delete Mot retrieved 0002-101
| 7589951 TH1Vol2 §u5pend Mot retrieved 0002-101
[ 7589951 TH1Vol3 =T o Mot retrieved 0002101
v 7589951 TH1ls Modify Mot retrieved 0002:101
: -+ ARecovery Failover
B 10f1 Total: 4 Filt
e o8 % T Recovery Failback by
Properties
- Table Actions —
Select All
Deselect All

Select All On Current Page
Deselect All On Current Page
Show Filter Row

Clear All Filters

Edit Sort

Clear All Soris

Figure 13-15 Selecting the Recovery Failover option
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Click OK to confirm the action to failover for the selected source. See Figure 13-16.

Recovery Failover: Real-time

Click OK to do a recovery failover on the following tracks associated with the storage image:2

|———Se|ettAEtiUn “‘Il” Print report | Download spreadshest |

Source Nickname ~ | Source ID & |Target Nickname ~
THAls 0001:105E ExpolS0001
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1

© [

Figure 13-16 Confirming the failover

When the failover is initiated, the mirrored LUNs are in a Suspended state as shown in
Figure 13-17. The previous source volume becomes the target volume and the previous
target volume becomes the source volume.

Metro Mirror / Global Copy: Real-time

Storage complex Storage unit Storage image
|lbmStoragePlex [w| | <7589950> [w|  |SVT 7589952  [w|
Resource type Specify Storage type

|AII volumes M |AII FB volumes VI

Last refresh: Wednesday. November 14, 2007 5:22:43 PM CST

O IE| |z| IE\ | — Select Action — v | Print repart | Download spreadshest

Select ~ |50urce ESS serial ~ |50uroe Nickname < |50urceID & |Target ESS serial ~ |Target Nickname -~ |Target|
| 7539952 Mot retrieved 1014 7539951 THAls 0001:105
| 7539951 TH1Vold 105F 7539952 Mot retrieved 0002:101
| 7539951 TH1Vol2 1060 7539952 Mot retrieved 0002:101
] 7539951 TH1Vol3 1061 7539952 Mot retrieved 0002:101
Page 1 of 1 Total: 4 Filtered: 4 Displayed: 4 Selected: 0

Figure 13-17 Failover initiated, mirrored LUNs in Suspended state
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13.3.2 Recovery Failback

The Recovery Failback option is used to send the changed data from the recovery site back
to the production site to synchronize the volume pairs. It changes the direction of the Metro
Mirror data flow from the original target to the original source.

From the navigation panel of the target system, select Real-time manager — Copy
services — Metro Mirror/ Global Copy. Because the failback process is done after the
failover process, select the Metro Mirror relationship that has a data flow direction from the
original target to the original source and is in Suspended state as shown in Figure 13-18.
Select Recovery Failback from Select Action drop-down menu.

Metro Mirror / Global Copy: Real-time

Storage complex Storage unit Storage image o
IbmStoragePlex | v | <7589950> |+ SWT 7589952 il
Resource type Specify Storage type
All volumes il All FB volumes |+
Last refresh: Wednesday. November 14, 2007 5:25:42 PM CST
O IE' @ IZ' IE' -— Select Action —- v Print report | Download spreadsheet
Select ~ |Snurce ESS serial ~ |Suur-::e Nickn E;S;Lecnﬁlmm N 5 serial ~ |Target Nickname - |Target|
v 7589952 Mot retrieved  |Delete | THAIs 0001:104
| 75539951 TH1Vaoll Suspendt . Mot retrieved 0002:107
J— T Convert to synchronous . .
| 7589951 TrVal2 oSt Mot retrieved 0002:107
| 75539951 TH1Vol3 Modify Mot retrieved 0002:107
: wwJRecovery Failover
B 10f1 Total: 4 Filt
it 782 T secovery Failback
Properties [y
--- Table Actions ---
Select All
Deselect All

Select All On Current Page
Deselect All On Current Page
Show Filter Row

Clear All Filters

Edit Sort

Clear All Sorts

Figure 13-18 Selecting the Recovery Failback option
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In the next panel (Figure 13-19), confirm your action to complete the failback, and click OK to
switch the direction of the data flow.

Recovery Failback: Real-time

Click OK to do a recovery failback on the following tracks associated with the storage image:2
[ Suspend after create
[JReset reservation (Qpen Systems)

Disable auto-resync {Global Copy)

|——— Select Action ---M| Print report | Download spreadshest

Source Nickname -~ | Source ID & |Target Nickname -~
Expol 50001 0002:101A THA1ls
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1

R [Geme

Figure 13-19 Confirming the recovery failback

When you refresh the panel, as shown in Figure 13-20, you see that the data flow is now from
source 52 to target 51. Having fully synchronized, the state changes to Full duplex. The
direction is still from source 52 to target 51.

Metro Mirror / Global Copy: Real-time

Storage complex Storage unit Storage image
[lbmStoragePlex [v|  [<7589950=  |w|  [svT7s89952  [v|
Resource type Specify Storage type

|AII volumes M All FB volumes VI
Last refresh: Wednesday, Movember 14, 2007 5:27:14 PM CST

|| O IE] @ @ @ |LSelect Action — M| Print report | Download spreadshest

Select ~ |Suuroe ESS serial ~ |50urce Nickname < |50uroe ID ~ |Target ESS serial ~ |Target Nickname ~ |Target
= % 7589952 Iot retrieved 1014 7589951 TH1ls 0001:10
| 7589951 TM1Vol1 105F 7589952 Mot retrieved 000210
| 7589951 TH1Val2 1060 7589952 Mot retrieved 000210
| 7589951 TH1Vol3 1061 7589952 Mot retrieved 000210
Page 1 of 1 Total: 4 Filtered: 4 Displayed: 4 Selected: 0

Figure 13-20 Fully synchronized failback
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13.3.3 Suspend

The Suspend option is used to suspend the copy operation from the source volume to the
target volume. Any host write updates after a suspend will result in unsynchronized mirror
pairs. Use the Suspend option (Figure 13-21) for short outages and planned maintenance
where it is not necessary to switch to the backup system.

From the navigation panel, select Real-time manager — Copy services — Metro Mirror/
Global Copy. Select one of the Metro Mirror relationship that will be suspended, and choose
Suspend from the Select Action drop-down menu (see Figure 13-21).

Metro Mirror / Global Copy: Real-time

Storage complex Storage unit Storage image
|lbmStoragePlex [v|  |<7589950> [v|  [svT7ss9ss2 [v]

Resource type Specify Storage type
|#~.IIV::|IL|mes V] |AII FB volumes |
Last refresh: Wednesday. November 14, 2007 5:28:57 PM CST
O IE' @ lz' IE' --- Select Action —- v| Print report | Download spreadsheet
Select ~ |Sour-::e ESS serial ~ |Source Nickn E;esé?[!aeu - 5 serial ~ |Tar§et Nickname -~ |Target
v 7589952 Mot retrieved  |Delete THls 0001:10
| 7589951 TH1Volt Eusperﬁ" ’ B Mot retrieved 0002:10
R e Convert to synchronous ¥ =
| 7589951 TH1Val? o Mot retrieved 0002:10
| 7589951 TH1Vold Maodify Mot retrieved 0002:10
<+ |Recovery Failover
B 10f1 Total: 4 Filt !
R o8 % T Recovery Failback
Properties
--—- Table Actions ---

Figure 13-21 Selecting the Suspend option to suspend the Metro Mirror relationship

As in all previous examples, for Suspend, you also have the option to confirm your action
(Figure 13-22). You can suspend on either the source or target system. If this is a planned
outage, then suspend from the source system. You can suspend from the target if the source
is no longer available.

Suspend Metro Mirror: Real-time

Select source or target for volumes to be suspended

(& Suspend at source
(O Suspend at target

OF|  [Garal]

Figure 13-22 Select volumes to be suspended
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As shown in Figure 13-23, Metro Mirror is now in a Suspended state.

Metro Mirror / Global Copy: Real-time

Storage complex Storage unit Storage image
|lbmStoragePlex [v|  |<7589950> [v| [svT7ssessz  [v]

Resource type Specify Storage type

|AII volumes V] |AII FB volumes |

Last refresh: Wednesday. November 14, 2007 5:31:41 PM CST
O IE' @ IZ' IE' |--- Select Action —- v” Print report | Download spreadsheet

Select ~ |Souroe ESS serial ~ |Souroe Nickname & |SouroeID e |Target ESS serial ~ |Target Nickname ~ |Target|
| 75539952 Mot retrieved 1014 75539951 THAIs 0001:104
| 75539951 TH1Vaoll 105F 75539952 Mat retrieved 0002:107
| 75539951 ThH1Vol2 1060 75539952 Mot retrieved 0002:107
| 75539951 TH1Vol3 1061 75539952 Mot retrieved 0002:107
Page 1 of 1 Total: 4 Filtered- 4 Displayed: 4 Selected: 0

Figure 13-23 Metro Mirror suspended

13.3.4 Resume

The Resume option is used to start a background copy and copy unsynchronized tracks from
suspended Metro Mirror pairs.

From the navigation panel, select Real-time manager — Copy services — Metro Mirror/
Global Copy. Select the Metro Mirror relationship that you want to resume, and select
Resume from the Select Action drop-down menu (see Figure 13-24).

Metro Mirror / Global Copy: Real-time

Storage complex » Starage unit Starage image
IbmStoragePlex |» [<7589950>  [v] SVT 7589952 o

Resource type Specify Storage type
|f.|| volumes V1 All FB volumes v

Last refresh: Wednesday. November 14, 2007 6:31:41 PM CST

[l O |E| @ ’E |E| - Select Action --- v|| Printrepot |  Download spreadsheet
Select ~ |Suur-::e ESS serial ~ |Snuroe Nicknd E;esé?:éect Action — B serial ~ |Tar§et Nickname -~ |Target
v 7589952 Mot retrieved  |Delete THls 0001:10
[0 7589951 TH1Volt Suspend... Mot retrieved 0002:10
[0 7589961 TN1Vol2 Eg:ﬁ:;m Syrchionous Not retrieved 0002:10
| 7589951 TN1Vel3 Modify [% Mot retrieved 000210
A & Recovery Failover
£ 1of1 Total- 4 Filt !
R ot T Recovery Failback

Properties

--- Table Actions ---

Select All

Deselect All

Figure 13-24 Selecting the Resume option for Metro Mirror
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On the next panel, confirm the option to resume the Metro Mirror pair, and click OK to
continue, as shown in Figure 13-25.

Resume Metro Mirror: Real-time

Click OK to resume the tracks associated the storage image:2

|———Se|ettAEtiUn “‘Il” Print report | Download spreadshest

Source Nickname ~ | Source ID & |Target Nickname -~
Expol 50001 0002:101A TH1Is
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1

[CdPermit read access fram targat

Create relationship even if target is online to a host (zSeries)
[JReset reservation (Open Systems)
[ Suspend Metro Mirrar relationship after initial copy

Enable critical volume mode

Figure 13-25 Confirming the resume option

The time during which the mirror is suspended and the amount of changes that occur
determine the time that it takes for the mirror to return to a fully synchronized full duplex state
(see Figure 13-26).

Metro Mirror / Global Copy: Real-time

Storage complex Storage unit Storage image
IbmStoragePlex VI | <7589950= VI SVT 7589952 VI
Resource type Specify Storage type

[ All volumes B_ All FB volumes VI

Last refresh: Wednesday, November 14, 2007 5:33:25 PM CST

| O \‘—il \E‘ @ | — Select Action — Il” Print report | Download spreadsheet

Select ~ |50urce ESS serial ~ |Suuroe Nickname & |50urceID & |Target ESS serial ~ |Target Nickname -~ |Target|
M 7589952 Mot retrieved 101A 7589951 THAls 0001:104
0 7589951 TVl 105F 7589952 Mot retrieved 0002:10
0 7589951 TH1Vol2 1060 7589952 Mot retrieved 0002:10
0 7589951 TH1Vol3 1061 7589952 Mot retrieved 0002:10
Page 1 of 1 Total: 4 Filtered: 4 Displayed: 4 Selected: 0

Figure 13-26 Metro Mirror Resume result
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13.4 Global Mirror GUI

In this section, we explain the options that are available to manage Global Mirror using the
GUI panels. Figure 13-27 shows the scenario that we use in this section.

Figure 13-27 Global Mirror relationship scenario
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13.4.1 Create

Only one active Global Mirror session can exist between two storage systems. To create a
new session, select Real-time manager —> Copy services — Global Mirror from the left
navigation panel. Select the storage unit or image that will be the master for Global Mirror
session, and choose Create from the Select Action drop-down menu (see Figure 13-28).

Important: Before we start to create the Global Mirror session, we need to set up the
PPRC paths between the local site and the remote site. We also need to set up the Global
Copy relationship and Flash Copy relationship for the Global Mirror session.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that i1s not a master stora
can change the type of storage unit by changing the filter. If the storage unit is a master, then the table displays data about existing Glg

CMUS00030W
The selected storage unit or image is not a master (primary) for Glokal Mirror sessions.

Close Message
Storage complex Storage unit Storage ima
IbmStoragePlex | » | £7589350> v] MNen-SWT 754
Last refresh: Tuesday, November 20 2007 10:41:30 AM CST
O \E| | — Select Action — |+ | Print report | Download spreadsheet |

Select ~ [Session 1D ~ —- Select Action —

<

| State ~ | Consistel

Create. ..
Total- 0 F|-—- Tahle Actions -—-—- ;I:B}cted: ]
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Figure 13-28 Selecting the Create option for Global Mirror
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The select volumes panel display as shown in Figure 13-29. Select the source volumes of the
Global Mirror session by expanding the required storage unit and the LSS. The selected
volumes display in the Selected volumes table. Click Next to continue.

Note: If the Global Copy and FlashCopy relationship that is needed in Global Mirror
session are not created yet, click Create Metro Mirror to start creating Global Copy
relationships and then click Create FlashCopy to start creating FlashCopy relationship.

Create new Global Mirror session: Real-time

Select volumes

= Select volumes
Define properties

Select valumes to include in a Global Mirror session and click Next

Verification
Select valumes Selected volumes
=8 IbmStaragePlex
B 7589950(<7589950=) Storage image ~ [Lss
B~ 7539951(Non-SVT 7589951) SVT 7589952 10
SWT 7589952 10
SWT 7589952 10
SWT 7589952 10
7589952(SVT 7589952) Page 1 of 1 Total 4

| Create FlashCopy |

| Create Metro Mirror |

f=Backy] | P—Iehk:ji Fimst] | Cancel |

Figure 13-29 Selecting source volumes for Global Mirror
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Define the properties of the Global Mirror session in the next panel as shown in Figure 13-30.
Select the session ID that is available and select the LSS that will be used as the master LSS
for the Global Mirror session. Click Next to continue.

Create new Global Mirror session: Real-time

Define properties

v Select volumes
= Define properties

Enter a session ID, select LSS properties, and optional values and click Mext

Verification
' | Get Available Session IDs |

Select master LSS #Consistency group interval time (se

él—lthtnrageF'Iex |U
B 7589950(<7589950>) #Maximum coordination interval {mill

B 7539951(MNon-SWT 7589951) |50

E% #Maximum time writes inhibited to rd

2 £

| < Back || P—Ieﬂ'\:yi Finisfie] | Cancel |

Figure 13-30 Define properties for Global Mirror

From the verification panel, shown in Figure 13-31, review all details, and click Finish to start
Global Mirror session creation process.

Create new Global Mirror session: Real-time

Verification

v Select volumes
v Define properiies
=0 Verification

Verify the values for the Global Mirror sessions before clicking Finish

Attribute [value
Session 1D 02

Volumes 4
Master LS5 7589951 (Mon-SVT 7589951110
Subordinates A

| <Back | [iesti=| Fiqish Cancel

Figure 13-31 Verification panel of Global Mirror create process
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To check the newly created Global Mirror session, select Real-time manager — Copy
services — Global Mirror from the left navigation panel. Select the storage unit or image
that is configured as the master as shown in Figure 13-32.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that is not a master stora
can change the type of storage unit by changing the filter. If the storage unit is a master, then the table displays data about existing Glo

Storage complex . Storage unit ] Storage image
IbmStoragePlex v | <7589950> || Non-SVT 758
Last refresh: Wednesday. November 21, 2007 2:20:45 PM CST

O |--- Select Action --—- Lv]| Print report | Download spreadsheet

Select ~ |5ession 1D = |Storage images ~ |5tate & |Cunsisten
F 02 1 Running MNaov 21, 20
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: 0

Figure 13-32 New Global Mirror session

13.4.2 Delete

To delete a Global Mirror instance, select Real-time manager — Copy services — Global
Mirror from the left navigation panel. Select the Global Mirror session, and choose Delete
from the Select Action drop-down menu as shown in Figure 13-33.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that is not a master stora
can change the type of storage unit by changing the filter. If the storage unit is a master, then the table displays data about existing Glo

Storage complex Storage unit ] Storage imagy
IbmStaragePlax Vi <7589950> - Man-SWT 754
Last refresh: Wednesday, November 21, 2007 2:20:45 PM CST

| (| @ |@ -—- Select Action —- M| Print report | Download spreadsheet

i --- Select Action ---
Tl O | Session ID = Create

v Delete i
Page 1 of 1 Total- 1 AModify. . g
Pause
View session volumes
Properties
--- Table Actions —-
Select All
Deselect All
Select All On Current Pane
Figure 13-33 Selecting the Delete option for Global Mirror

|5tate & |Consis1.er
1 Running Moy 21, 2
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In the next panel (shown in Figure 13-34), click OK to confirm that you want to delete the
Global Mirror session.

Global Mirror: Real-time

CMUS00024W
This operation deletes the selected Global Mirrar relationships. Click OK to delete the Global Mirror relation
operation.

[ [emmer

Figure 13-34 Confirming the Delete option for Global Mirror

13.4.3 Modify

To modify any of the properties of the Global Mirror, select Real-time manager — Copy
services — Global Mirror from the left navigation panel. Select the Global Mirror session
and click Modify from the Select Action drop-down menu as shown in Figure 13-35.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that 1s not a master stora
can change the type of storage unit by changing the filter. If the storage unit 1s a master, then the table displays data about existing Glo

Storage complex Storage unit Storage imagg
IbmStoragePlex | » <7589950= VI MNen-SWT 754

Last refresh: Wednesday. November 21, 2007 2:20:45 PM CST

O El E| |Z |E| - Select Action - v1| Print report | Download spreadsheet
Select ~ | Session ID = E;esi;ileect SELEUS | state ~ | Consister
v Delete 1 Running Mov 21, 2(
Page 1 of 1 Total 1 RMOAITY..
& Pause Q
View session volumes
Properties

Figure 13-35 Selecting the Modify option for modify the Global Mirror properties
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In the Select volumes panel, shown in Figure 13-36, select the volumes whose property you
want to modify. The volumes that are selected can be removed from the session. You can also
add new volume to the Global Mirror session.

Modify Global Mirror: Real-time

Select volumes

=i Select volumes
Define properties
Verification

Select valumes to include in a Global Mirror session and click Next

Selected volumes

Storage image ~ | LSS number
) SWT 7589952 10
Select valumes =
IbmStoragePlex SVT 7589952 10
SWT 7589952 10
SWT 7589952 10
Page 1 of 1 Total: 4 Filtered: 4 Displa

Create FlashCopy |

Create Metro Mirror |

[ Backd] | Nehﬂﬁl Fmisiy] | Cancel |

Figure 13-36 Selecting the volume for which to modify the properties

In the next panel, you can modify the Global Mirror session properties (see Figure 13-37).

Modify Global Mirror: Real-time

Define properties

+" Select volumes
= Define properties
Verification

Enter a session ID, select LSS properties, and optional values and click Next

[EEAVAEl R ErSESE

#Enter session |D (hexadecimal) §

#Consistency group interval time (s

Select master LSS

él—lthtnrageF'Iex |U
- 7589950(<7589950>) r;f;’laximum coordination interval {mi
= (Non-
?IEB‘?[?SMNDH SVT 7589951) #Maximum time writes inhibited to

[ < Back || Neﬂl}ﬁ ~inisn || Cancel

Figure 13-37 Modify Global Mirror properties
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In the Verification panel, review the details, and if everything is correct, click Finish to confirm
the modification, as shown in Figure 13-38.

Modify Global Mirror: Real-time

Verification

+ Select volumes
+ Define properties
= Verification

Verify the values for the Global Mirror sessions before clicking Finish

Attribute | Value

Session ID 02

Volumes 4

Master LSS 7589951 (Mon-SWT 7589951):10
Subordinates A

| < Back | [iEr= | Firsn [ Cancel

Figure 13-38 Verifying the details of the modified properties

13.4.4 Pause

To pause Global Mirror, select Real-time manager — Copy services — Global Mirror from
the left navigation panel. Select the Global Mirror session and choose Pause from the Select
Action drop-down menu as shown in Figure 13-39.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that is not a master storg
can change the type of storage unit by changing the filter. If the storage unit is a master, then the table displays data about existing Glg

Storage complex Storage unit . Storage ima

M1Storageplex VI <7589950> _ Man-SVT 74
Last refresh: Wednesday, November 21, 2007 2:20:45 PM CST

O @ |z| —- Select Action -— M| Print report | Download spreadsheet

: -— Select Action --- :
Select ~ |Sess|on 1D = Create |State i |Cons|ste

4 Delete 1 Running MNov 21, 2

Page 1 of 1 Total: 4 gModify
Pause . %

View session volumes
Properties

Tl lim o Eiomum,

Figure 13-39 Selecting the Pause option to pause the Global Mirror relationship
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In the next panel, shown in Figure 13-40, click OK to confirm the pause action for the Global
Mirror session.

Global Mirror: Real-time

CMUS00016WY
This operation pauses the selected Global Mirror relationships. Click OK to pause the Global Mirror relation

operation.

@ Cancel
o

Figure 13-40 Confirming the Global Mirror Pause action

As shown in Figure 13-41, the Global Mirror instance is now in the Paused state.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that is not a master storg
can change the type of storage unit by changing the filter. If the storage unit is a master. then the table displays data about existing Glg

Storage complex Storage unit \ Storage ima
IbmStoragePlex || <7689950> || Non-SVT 75
Last refresh: Wednesday. November 21, 2007 2:25:56 PM CST

O @ @ @ --- Select Action —- tl| Print report | Download spreadsheet

Select ~ | Session ID = |Storage images -~ | State ~ |Consis1.e
[ 02 1 Paused Mav 21, 21
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: 1 %

Figure 13-41 Global Mirror instance paused

Note: Pausing a Global Mirror session only pauses Global Mirror consistency group
processing but leaves Global Copy running.
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13.4.5 Resume

To resume a paused Global Mirror, select Real-time manager — Copy services — Global
Mirror from the left navigation panel. Select the Global Mirror session and choose Resume
from the Select Action drop-down menu as shown in Figure 13-42.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that is not a master storg
can change the type of storage unit by changing the filter. If the storage unit is a master, then the table displays data about existing Glg

Storage complex Storage unit Storage imag
IbmStoragePlex _ <7589950> . Mon-SVT 74
Last refresh: Wednesday, November 21, 2007 2:25°56 PM CST

O -— Select Action — w Print report | Download spreadshest
Select ~ [ Session ID = E;Esai'fct Action — | State ~ Consiste
v Delete 1 Paused Mov 21, 2
Page 1 of 1 Total: 1 AModify. .
Fesume... -[%
View session volumes
Properiies

Figure 13-42 Global Mirror resume

In the next panel, shown in Figure 13-43, click OK to confirm the option to resume Global
Mirror session.

Global Mirror: Real-time

f CMUS00015W
« % This operation resumes the selected Global Mirror relationships. Click OK to resume the Global Mirror relati
the operation.

Cancel
&3

Figure 13-43 Confirm Global Mirror resume action
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As shown in Figure 13-44, the state changes to Running to reflect the fact that Global Mirror
has resumed.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that i1s not a master stora
can change the type of storage unit by changing the filter. If the storage unit is a master, then the table displays data about existing Glo

Storage complex Storage unit . Storage ima
IbmStoragePlex || <7589950>  |v| Non-SVT 758
Last refresh: Wednesday, November 21, 2007 2:25:56 PM CST

O |--- Select Action -— M| Print report | Download spreadsheet

Select ~ | Session ID = | Storage images ~ | State ~ | Consistel
v 02 1 Running MNaov 21, 2
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: 1 l%

Figure 13-44 Global Mirror pause status

13.4.6 View session volumes

You can view the session volumes of the Global Mirror by selecting Real-time manager —
Copy services — Global Mirror from the left navigation panel. Select the Global Mirror
session and choose View session volumes from the Select Action drop-down menu as
shown in Figure 13-45.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that is not a master stora
can change the type of storage unit by changing the filter. If the storage unit is a master, then the table displays data about existing Glo

Storage complex Storage unit ] Storage ima
IbmStaragePlax v; <7589950> - Man-SVT 75§
Last refresh: Wednesday, November 21, 2007 2:25:56 PM CST

| | @ |z\ -—- Select Action —- M| Print report | Download spreadshest
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View session volumes
Properties %

--- Table Actions ---
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Figure 13-45 Selecting the View session volumes action for Global Mirror
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The status of the volumes in Global Mirror displays in the next panel (Figure 13-46). Click OK
to return to the previous panel.

Global Mirror session volumes: Real-time

Review the volumes that are associated with the session on Non-SVT 7589951 and click Ok

Print report | Download spreadshest |
Nickname ~ |ID & | Status ~ | Type ~ |Capacity ~ |RAID ~ | Extent pool ~
TN1ls 105E MMormal FB 352 RAIDS Mon SVTO
TN1Vol1 105F Mrormal FB 352 RAIDS  MonSVTO
TH1Val2 1060 Miormal FB 352 RAID 5 ExpoFLASH
THAVol3 1061 Miarmal FB 352 RAID5  ExpoFLASH
Page 1 of 1 Total: 4 Filtered: 4 Displayed: 4

X

Figure 13-46 Status of the Global Mirror session volumes

13.4.7 Properties

To view the properties of the Global Mirror or to view any errors, select Real-time
manager — Copy services — Global Mirror from the left navigation panel. Select the
Global Mirror session and choose Properties from the Select Action drop-down menu as
shown in Figure 13-47.

Global Mirror: Real-time

Select a storage unit for the specified Global Mirror sessions. A message displays if you select a storage unit that is not a master stora
can change the type of storage unit by changing the filter. If the storage unit is a master, then the table displays data about existing Glo

Storage complex Storage unit Storage ima
IbmStaragePlex V] <7589950= V1 Mon-SVT 754
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Figure 13-47 Selecting the Properties action to view the properties of the Global Mirror
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The General properties panel displays, as shown in Figure 13-48. Choose Failures to view

errors.

Global Mirror session properties: Real-time

General

General

Failures

Review the Global Mirror properties and click OK

Subordinate D

Consistency group interval
Maximum coordination interval
Time writes inhibited at remote site
Consistency group attempts
Successful attempts

Unsuccessful attempts

Last successful attempt date

Attribute [value
Session 1D 02

Master storage image 7589951 [ «
Master LSS 10

MNo subordin
0
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4

294

293

1

Moy 21, 2007

Figure 13-48 General properties of the Global Mirror
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The failures properties display, as shown in Figure 13-49. Select the type of failure that you
want to see. In our example, we select Most recent failure. Click Close to return to the
previous panel.

Global Mirror session properties: Real-time

General Failures

Eailures

Review the information on selected Global Mirror session failures and click Ok

Select failure

& Maost recent failure
) Previous failure
) First failure

Failure data

Attribute [value

Storage image sequence number 59951

Failing LSS F=

Failure reason 04 Mazx Drain Time
Master state 06 Drain in Progres

"
Figure 13-49 Viewing the most recent failure
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14

Performance considerations

In general, an external storage system has no knowledge of any file structures, library
structures, and other host system specific characteristics. It has been designed only to handle
the disks and their I/O. Thus, anything that you can see at the DS level is at a track level.
When doing initial copies of Peer-to-Peer Remote Copy (PPRC) pairs, the system copies the
entire disk, regardless of whether there is any data from the System i perspective.

When setting up the external storage, expert knowledge about the storage configuration is
required to optimize its performance. You must have a clear view of what you want to do with
the external storage both now and in the future. Based on experience, good planning of the
final configuration of the system offers immediate pay-off during the configuration stages and
for the entire configuration in the future.

When using IBM System Storage solutions in combination with the System i platform, four key
areas require attention regarding performance:

» Configuration of the DS system

» Connectivity between the DS systems and System i environment

» Connectivity between the DS systems in case of Metro Mirror and Global Mirror solutions
(physical and logical)

» 1/O performance of the System i platform on the DS system

In this chapter, we look at each of these areas in detail, because the final solution depends on
them to be tuned for maximum performance. We also focus on additional issues in relation to
the various Copy Services solutions.
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14.1 Configuration of the DS system

Although the System i platform is classified under Open Systems from a DS perspective,
some specific considerations are related to the way that the System i platform handles 1/0
and logical unit number (LUN) sizes and properties.

The System i platform has a single-level storage architecture. This means that physical writes
are spread across the available disks within the auxiliary storage pool (ASP) where the object
is located. By doing this, you use as many disk resources (especially disk arms) as possible.
In order to obtain the same effect on the DS system, you must follow these guidelines:

»

| 2

Use separate ranks for System i disks.

Try to get single-sized LUNs as per ASP or independent ASP (IASP), or a maximum of two
adjacent sizes (for example, 17.5 and 35.2) with the majority of LUNs being of the larger
size.

Create the individual LUNs and extent pools on single ranks and not across ranks.

Make sure that you balance the ranks and LUNs across both processors, associated with
rankgroup 0 and 1, of the DS system, making maximum use of the full redundant setup of
the DS system.

Optimize the use of logical subsystems (LSSs; the first two digits of the LUN number).

Place source and target LUNs on different ranks within the same DS processor (same
rankgroup) for FlashCopy.

These guidelines might not make maximum use of the overall disk space, but they help to
obtain maximum performance. Refer to 3.2.6, “Planning for capacity” on page 67 for detailed
capacity planning considerations.

14.2 Connectivity between the DS systems and System i
environment

424

The connectivity between the DS system and the System i environment is not directly related
to the performance of Copy Services. However, problems or incorrect sizing of the connection
can have a severe impact and must be considered when looking at the total solution.
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14.2.1 Physical connections

To connect the two systems, we use optical connections, called Fibre Channel (FC) adapters,
on the System i model and a host bus adapter (HBA) on the DS system. For various reasons,
such as a limited number of HBAs on the DS system, you can place a storage area network
(SAN) switch (Figure 14-1) between the systems to facilitate, manage, and share the
connections.

System i Local DS

Figure 14-1 SAN switch to facilitate, manage, and share connections between the two systems

A SAN switch can route the entering signal to the correct destination port, behind which is the
destination worldwide port name (WWPN) but at the cost of some overhead. Both from
performance perspective to prevent link utilization problems and because these installations
hardly ever change after installation, it is best to create static paths from the source to the
target, which is known as zoning. Refer to 3.2.5, “Planning for SAN connectivity” on page 67
for planning your SAN switch zoning. After you create the zoning, most SAN switches require
this zoning definition to be activated before it becomes effective.

The HBA ports on the DS systems can be zoned similar to a SAN switch to restrict host
system FC adapters’ login to preselected DS storage HBA ports only. We do not recommend
to restrict the host logins to certain DS ports when creating the host connection definitions on
the DS system because defining the zoning at the SAN switch proves to be much more
flexible.

14.3 Connectivity between the DS systems

When using PPRC for your Metro Mirror or Global Mirror solution, you use two DS systems.
You can connect these systems using any of the following methods:

» Dedicated fibre connections

» Shared fibre connections

» Multi-protocol routers, which transform the optical signal to TCP/IP-packets and back
using a LAN or WAN connection in between the routers

Apart from this physical connection, we look briefly at the logical connection, which is how the
DS system is handling the inter-DS I/Os.
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14.3.1 Physical connections

426

The combination of the type of connectivity and the bandwidth used for the PPRC data flow is
key to the performance. Three components to the connection must be sized:

» The effect of the backup DS model on the production site using Disk Magic
» The bandwidth between the sites
» The effect of the production site DS model on the backup site using Disk Magic

It is important to try and reduce the amount of data transiting between the DS systems and
the amount of bandwidth that is allocated to this flow, dedicated or shared and with or without
quality of service (Qo0S). The amount of data transiting between the DS systems is especially
important for Metro Mirror.

Metro Mirror is based on synchronous updates (Figure 14-2). The write command as initiated
from a System i (1 + 4) is not done until the remote DS system has confirmed the write (2 + 3)
to the local DS system.

Meiro Mamor (synchronous writes)

System i

Figure 14-2 Metro Mirror: Synchronous updates

Global Mirror is asynchronous. The write on the local DS system (1 + 4) is the only write on
which 1/O responsiveness depends. The write to the remote DS-system (2 + 3) has no
bearing on this.

Which solution is taken depends on the distance between the machines, the availability of the
lines, and the costs involved. The most optimal solution of the connection methods described
has a dedicated fibre connection between the systems. However, this solution is expensive
and might even be unobtainable. The next best option is guaranteed bandwidth on either a
fibre connection or WAN connection.

In order to avoid unpleasant surprises, we highly recommend that you do an accurate study of
the amount of 1/Os that will pass on from one DS system to the other. Given the level of initial
investment for the external storage and the running costs involving data communications, it
might be worth the effort to do a good benchmark to see the bandwidth that is needed.
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As a rule of thumb, the I/O reports from the System i environment can be taken to see how
much traffic will go across the connection between the two DS systems. This is not a
one-to-one relation because it doesn’t account for write efficiency by the cache but it is close
enough for a first estimate.

14.3.2 Logical connections

The inter-DS 1/Os are handled by the LSS. For each connection from one local LSS to a
remote LSS, you must establish a PPRC path to the remote DS system and a path back.
However, there are limitations:

» A DS system HBA port can handle both host I/O and PPRC traffic but for performance
reasons dedicated HBA ports for PPRC are recommended.

» A primary LSS can have paths up to four secondary LSS.
» The maximum number of PPRC paths per LSS is eight.

» A physical PPRC link between the primary and secondary DS system supports up to 256
logical PPRC paths

» For each Metro Mirror path, there is a bandwidth limitation of approximately three LUNs in
parallel, as you can see during the initial copy by simply looking at the number of
Out-Of-Sync Tracks; the other values are the default for the setup.

Given these limitations, you must try to strike a balance between performance and what is
possible. You must also keep in mind the possible evolutions of the systems to avoid creating
bottlenecks in the future.

14.3.3 Using independent ASPs with Metro Mirror

One of the most rewarding methods to reduce the use of replication link bandwidth is the use
of IASPs. The System i architecture attributes a temporary storage or memory space to each
job (QTEMP). Applications use this space and other space for temporary indexes and files.
IASPs separate the essential application 1/O from the workfile type of 1/O that remains in
SYSBASE.
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Figure 14-3 shows how the number of writes on the IASP remains almost flat, where the
number of writes to SYSBASE creates continuous and considerable overhead, especially
when the interactive users are working in the system.
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Figure 14-3 IASP remains flat, where SYSBASE creates continuous and considerable overhead

Because the writes on SYSBASE are mainly for temporary use, they are of no importance
when switching over from one DS system to the other one. When bringing up the system on
the remote site after a crash, the System i platform first tries to repair the likely damaged
object to determine whether it is only a temporary file and is of no use because the related
user or job session is no longer available. Therefore, all the effort that has gone into
replicating the files from the local to the remote site is of no use when switching over.

The use of IASPs has other major advantages. A switchover of a crashed system under a full
system PPRC does not react any differently than trying to perform an IPL on the failed
system. When performing an IPL after an abnormal end, the time that this IPL takes is
unpredictable. Performing it on the remote site is not going to make it any faster. Therefore, a
full system PPRC solution (Metro Mirror and Global Mirror alike) is the disaster recovery
solution. Migrating to an IASP allows you to have both local and remote System i partitions
running and switch over the IASP only.

To share this IASP as a resource between partitions, you must create a cluster between the
two partitions (otherwise known as nodes) and make sure that all IASP-related information
that is in SYSBASE (user profiles, job descriptions, and so on) is synchronized between these
two nodes.
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Figure 14-4 illustrates the IASP connectivity schema.

IASP connectivity schema

FFRL Daman
. o -." - T
— \ -1
g 3 2 -
E g/ Ve B
E £/ WE &
H s/ \2
4 &/ s :
. &
& \F g

Figure 14-4 IASP connections in Metro Mirror

For further information about IASPs and clustering, refer to the following resources:

» IBM eServer iSeries Independent ASPs: A Guide to Moving Applications to IASPs,
SG24-6802

» i5/0S Information Center, section System Management Clustering at:
http://publib.boulder.ibm.com/infocenter/iseries/v5r4/index.jsp
There is one object that needs special attention. When creating a network server storage

space (NWSSTG) in an IASP, the information regarding this NWSSTG has to be transferred
separately to the second node. This is a one-time action after the creation of the NWSSTG.
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As you can see in Figure 14-5, the directory NWSSTG is in \roo\QFPNWSSTG. This
directory contains the information that allows the System i platform to connect the NWSSTG
correctly to the network server. The easiest way to copy this information is to save it to a save
file and then restore it from this save file on the target system. Failing to do this prevents you
from attaching the NWSSTG to the network server.
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- % Root || | Name ] Size | Type J Changed
+-( aix E3mounT File Folder  D5/07/2006
+-[13 bin 8] gFPCONTROL SKB  File 05/09/2008
-2 dev
+-127 dsdi
+-17] ESSData
+ El etc
+- (&3] GM
-2 home =
+-123 ibm
+-127 Installshield
+-123 lib
-5 QFPNWSSTG
[£3 Amvir
--E5 aNwsD1
+-[27 MOUNT
+-[Z3 ANWSD2 | ] .
+-[] QIBM [l B3 | (=]
F¥yTess Ttchaz =9
B add a connection 4 ? Help for related t
&) Install additional components
1-2of 2 objects

Figure 14-5 Contents of QFPNWSSTG
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15

FlashCopy usage considerations

In this chapter, we describe the functionality and usage of the new i5/0S V6R1 quiesce for
Copy Services function that provides a new level of i5/0S availability for usage with
FlashCopy.

We also discuss the special considerations that are required for using Backup Recovery and
Media Services (BRMS) with IBM System Storage FlashCopy to make sure changes to the
BRMS library by the backup system are rolled back properly to the original production
system.
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15.1 Using i5/0S quiesce for Copy Services

Prior to V6R1, to ensure all updates from main storage (memory) are flushed to disk storage,
an i5/0S IASP had to be varied off or the system or LPAR had to be powered down before
taking an IASP image or full system image using FlashCopy, for example for daily backups.
Now the new i5/0S V6R1 function quiesce for Copy Services provides a higher level of
availability for i5/0S for usage with IBM System Storage FlashCopy Copy Services.

Note: The i5/0S V6R1 quiesce for Copy Services function eliminates the IASP vary-off or
power-down requirements before taking a FlashCopy by writing as much modified data
from System i main memory to disk as possible allowing for nondisruptive use of
FlashCopy with i5/0S.

When invoking the quiesce for Copy Services function, the flush of modified main memory
content is internally performed within a two-phase flush to make this function very efficient
with limiting the time required for suspending the I/O while paging out (destaging) the data
modified since the first flush (see Figure 15-1).

1st flush of modified main memory to disk

il

Suspend DB transactions*
(get existing transactions to a DB boundary)

4

Suspend non-transaction DB operations
(catch operations outside of commitment control)

Il

2nd flush of modified main memory to disk
(catch as much outstanding I/O that was still active
while 1st flush was running)

* can be limited by user-defined suspend timeout

Figure 15-1 Quiesce for Copy Services two-phase flush process flow

Quiesce for Copy Services tries to flush as much modified data to disk as possible and then
pauses (suspends) future database transactions and operations. Non-database write
operations, like changing a message file, creating a library or IFS streamfile changes, are
allowed to continue. Only database transactions and operations are suspended.

Important: For the IASP or system image created by FlashCopy after the quiesce for Copy
Services completed, it is always an abnormal vary-on or abnormal IPL.
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A new i5/0S V6R1 CL command CHGASPACT (change ASP activity) is used to invoke the
quiesce for Copy Services function. Figure 15-2 shows the CL command user interface with
with selected parameters to suspend *SYSBAS I/O activity and end, that is abort, the
suspend operation if the specified suspend timeout of 30 seconds would be succeeded.

Change ASP Activity (CHGASPACT)

Type choices, press Enter.

ASP device . . . . . . . .. .. *SYSBAS Name, *SYSBAS

Option . . . . . . . . . . ... *SUSPEND *SUSPEND, *RESUME, *FRCWRT
Suspend timeout . . . . . . .. 30 Number

Suspend timeout action . . . . . *END *CONT, *END

Bottom
F9=A11 parameters Fll=Keywords Fl4=Command string F24=More keys

Parameter ASPDEV required. +

Figure 15-2 CHGASPACT CL command user interface

The CHGASPACT parameters with their keywords denoted in brackets have the following
meaning:

» ASP device (ASPDEV): Mandatory parameter to specify either the IASP device
description name or *SYSBAS comprising the system ASP 1 and any existing userASPs 2
to 31.

» Option (OPTION): Mandatory parameter to specify either to suspend, resume or force
writes to the selected ASP device. The force writes option only triggers the first flush
operation of the four phase quiesce function shown in Figure 15-1 without any suspend
actions.

Note: The resume option should be run after using the suspend option. Otherwise, it
takes 20 minutes until an automatic resume of a suspended ASP device is started.

» Suspend timeout (SSPTIMO): Mandatory parameter to specify the suspend timeout in
seconds. If a parameter value of “0” is specified it is translated to 300s. The suspend
timeout value is used as follows: SSPTIMO - 10s is the timeout used for suspending the
DB transactions and the remaining fixed 10s are alloted for suspending the
non-transaction operations. If SSPTIMO is specified for less than 11s, 11s are used. If
there is a suspend timeout it is likely in the DB transaction part rather than in the suspend
of the non-transaction operations.
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» Suspend timeout action (SSPTIMOACN): Optional parameter to define the behavior of
the quiesce function if the suspend timeout popped. The default value *CONT means the
timeout is ignored and the suspend operation continues. A message in the joblog indicates
a succeeded suspend timeout.

Note: Use the *END option if you do not accept taking a FlashCopy image from an
unsuccessful DB transaction suspend. The *END option will automatically invoke a
resume of the ASP after a timeout.

The CHGASPACT command uses the following messages:

CPCB717 Access to ASP &1 is suspended.

CPCB718 Access to ASP &1 successfully resumed.

CPDB717 SSPTIMO and SSPTIMOACN are only allowed with OPTION(*SUSPEND)
CPDB718 Suspend Timeout (SSPTIMO) is required with OPTION(*SUSPEND)
CPFB717 Suspend Access timed out and did not complete successfully.

vyvyVvyyvyy

Figure 15-3 shows a successful completion of the CHGASPACT suspend operation indicated
by i5/0S message CPCB717.

Additional Message Information

Message ID . . . . . . : CPCB717 Severity . . . . . . . : 00
Message type . . . . . :  Completion

Date sent . . . . . . : 11/03/07 Time sent . . . . .. : 13:35:06
Message . . . . : Access to ASP *SYSBAS 1is suspended.

Cause . . . . . ¢ Access to ASP *SYSBAS is suspended. New transactions will

not be allowed to start until access is resumed. Transaction quiescing used
0 of 30 available seconds. The reason code is 0.

Possible reason codes are:

0 -- Transaction quiescing completed successfully within the specified
time.

-1 -- Transaction quiescing did not complete in the specified time. A
larger timeout value is required to allow existing transactions to complete.

Recovery . . . : None.

Bottom
Press Enter to continue.

F3=Exit  F6=Print F9=Display message details Fl2=Cancel
F21=Select assistance level

Figure 15-3 Quiesce for Copy Services successful suspend completion message
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Figure 15-4 shows a successful completion of the quiesce for Copy Services resume
operation, indicated through i5/0S message CPCB717 for the example of resuming a
suspended *SYSBAS using CHGASPACT ASPDEV(*SYSBAS) OPTION(*RESUME).

Additional Message Information

Message ID . . . . . . ¢ CPCB717 Severity . . . . . .. : 00
Message type . . . . . :  Completion

Date sent . . . . .. ¢ 11/03/07 Time sent . . . . . . : 13:35:06
Message . . . . : Access to ASP *SYSBAS is suspended.

Cause . . . . . ¢ Access to ASP *SYSBAS is suspended. New transactions will

not be allowed to start until access is resumed. Transaction quiescing used
0 of 1 available seconds. The reason code is 0.

Possible reason codes are:

0 -- Transaction quiescing completed successfully within the specified
time.

-1 -- Transaction quiescing did not complete in the specified time. A
larger timeout value is required to allow existing transactions to complete.

Recovery . . . : None.

Bottom
Press Enter to continue.

F3=Exit F6=Print F9=Display message details Fl2=Cancel
F21=Select assistance level

Figure 15-4 Quiesce for Copy Services successful resume completion message

If a suspend transaction times out, message CPFB717 is posted and a spoolfile named
QPCMTCTL is created, under the job that ran the suspend, that identifies the transactions
that were unable to be suspended (see Figure 15-5). This spool-file allows to determine
which files/transactions were outstanding and get a better idea of how long it will take to
quiesce and whether those particular files are important for the FlashCopy image.

Record Level Status

Commit Cycle

File Library Member Commit Rollback Pending Level Status Journal
Identifier

F QUIESCE F 0 0 1 *ALL  OPEN QUIESCE/J 6

Figure 15-5 QPCMTCTL spool file example

For further information about the new i5/0S V6R1 CHGASPACT CL command and its
QYASPCHGAA API functions allowing you to code up your own functionality refer to the
i5/0S V6R1 Information Center, at:

http://publib.boulder.ibm.com/infocenter/systems/scope/i50s/index.jsp
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The flowchart in Figure 15-6 shows the recommended process for using quiesce for Copy
Services with FlashCopy. We recommend using an initial suspend timeout (SSPTIMO) value
of 30s and reviewing the completion message of the CHGASPACT suspend operation which
tells how many seconds of the provided timeout were used for quiescing the transactions.

Start with a recommended suspend timeout
value of 30s

Suspend the ASP

[CHGASPACT ... OPTION(*SUSPEND)
SSPTIMOUT(XX) SSPTIMOACN(*END)]

A

Suspend
successful?

A 4 A 4

Invoke FlashCopy Determine failure reason
[DSCLI mkflash command] [DSPJOBLOG ]
A 4
Resume the ASP

[CHGASPACT OPTION(*RESUME)]

yes

Increase suspend timeout value
[CHGASPACT parameter SSPTIMOUT]

Figure 15-6 Example for using the quiesce for Copy Services function

If the suspend operation completes successfully (reason code 0) all database transactions
have been successfully quiesced and a FlashCopy can be initiated which would be up to date
to the last database transaction requiring no database recovery at a vary-on or IPL from the
FlashCopy image. If the suspend operation times out, not all database transactions could be
quiesced and the timeout value needs to be increased.

Note our usage of the CHGASPACT command with the non-default *END option for the
suspend timeout action (SSPTIMOACN) because we assume many customers will not accept
a FlashCopy from an unsuccessful quiesce of their database operations. However, for those
user-interactive scenarios that have no limit for a database transaction, specifying a timeout
value for the database suspend makes no sense so that the default *CONT option should be
used for the suspend timeout action.

15.2 Using BRMS and FlashCopy

436

Backup Recovery and Media Services (BRMS) is the IBM strategic solution for performing
backups and recovering System i5 environments. BRMS has a wealth of features, including
the ability to work in a network with other systems to maintain a common inventory of tape
volumes.
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FlashCopy creates a copy of the source system onto a second set of disk drives, which are
then attached and used by another system or logical partition (LPAR). The BRMS
implementation of FlashCopy provides a way to perform a backup on a system that has been
copied by FlashCopy and a BRMS history appears, as the backup is performed, on the
production system.

In this chapter, we explore how you can use BRMS to perform backups and recoveries from a
secondary LPAR. This can also be a separate stand-alone system. However, using the
dynamic resource movement introduced in V5R1 and later of 0S/400, the LPAR solution is
the best way to use FlashCopy when attached to a System i platform.

Attention: If you plan to use online Domino backup, you must do the backup on the
production system. You must save all journal receivers on the production system to avoid
journal receiver conflict and to enable point-in-time recovery.
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15.3 BRMS architecture

BRMS stores backup history and media information in a library called QUSRBRM. The files in
this library define both the setup of the BRMS environment and the dynamic information
gathered as a result of doing BRMS operations such as saves and restore tasks. This
information is critical to the recovery of the system. When using FlashCopy to create a full
system image, QUSRBRM is also copied from the production system to the backup system.

Figure 15-7 shows two partitions:

» A production partition for normal day-to-day processing
» A backup partition for taking offline backups

e
FIashCok

BRMS System Name: PROD

!

System attribute will be
changed by IPL startup
program.

Backup System: PROD_B

Backup Backup as PROD
PROD

| BRMS System Name: PROD

BRMS System Name: PROD

Backup &
media
Information

Figure 15-7 BRMS and FlashCopy

15.4 Enabling BRMS to use FlashCopy

The BRMS FlashCopy function requires the BRMS Network Feature product 5722-BR1. In
order to use BRMS to perform a backup of the copy system, FlashCopy function must be
enabled on the production system. After you enable the BRMS FlashCopy function, all
backups that are performed on the backup system look like they were performed on the
production system.
To enable the FlashCopy function for BRMS, enter the following command:
» For BRMS V6R1 and later:

WRKPCYBRM *SYS

Then, choose 1. Display or Change system policy and select to enable FlashCopy
using:
Enable FlashCopy . . . . . . . . . . .. *YES
» Prior to BRMS V6R1:
QSYS/CALL PGM(QBRM/QIAOLD) PARM('FLASHSYS ' '*YES')
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Note: For all Q1AOLD program call commands in this section, you need to use all
uppercase letters for all parameters.

By using this interface, BRMS can perform a backup of the backup system as though it were
the production system. The backup history looks like a backup was performed on the
production system.

15.4.1 Preliminary notification of FlashCopy mode

You must notify BRMS that the system’s data is being copied using FlashCopy and the
backup is performed on the backup system. This step is required prior to performing the
FlashCopy function.
Enter the following command to set the BRMS system state to FlashCopy mode:
» For BRMS V6R1 and later:

QSYS/INZBRM OPTION(*FLASHCOPY) STATE(*STRPRC)
» Prior to BRMS V6R1:

QSYS/CALL QBRM/QIAOLD PARM(°FLSSYSSTS®> €*BEGIN®)

Enter the following command to display the BRMS FlashCopy state:
» For BRMS V6R1 and later:

WRKPCYBRM *SYS

Then, choose 4. Change network group and look for the FlashCopy state information.
» Prior to BRMS V6R1:

QSYS/CALL QBRM/Q1AOLD PARM(FLSSYSSTS® €*DISPLAY °)

When the system is in FlashCopy mode, the BRMS synchronization job does not run on the
production system.

Important: Do not perform BRMS activity on the production system until all post
FlashCopy steps are complete.

Any updates to the BRMS database on the production system using any BRMS activity, such
as save, restore, BRMS maintenance, and so on, will be lost. When the system is in
FlashCopy state, all incoming BRMS communication from the BRMS networked system is
blocked. BRMS backup information about the current system might be outdated when a
backup is performed on the backup system.

You should verify that this production system owns enough media for the backup in order to
complete a successful backup. If a copy system can perform communication in a restricted
state by using specified TCP/IP interface, then BRMS can use media owned by another
system in the BRMS network.

15.4.2 Pre-backup step on backup system

To prevent a system name conflict in the network, in many situations, a default local location
name and system name value in the Display Network Attribute (DSPNETA) command cannot
be the same on the production system and backup system. To resolve a name conflict, a user
might need to change these attributes through an IPL startup program on the backup system.
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Because the production system is enabled for FlashCopy, any backup performed on the
backup system uses the Display Network Attribute (DSPNETA) of the production system at
the time of enabling the BRMS FlashCopy function.

15.4.3 Setting the BRMS system state to backup system

The status of the backup system is also in FlashCopy mode after its IPL. This prevents a
BRMS synchronization job from sending an update to other systems in the BRMS network.
From a BRMS perspective, at this time, the backup system is the production system, and all
updates of the BRMS information should be sent to all systems in the network. In order to
allow an update to another system, the state should be changed to backup FlashCopy
system.

Enter the following command on the backup system to set the BRMS system state to backup
FlashCopy system:
» For BRMS V6R1 and later:
QSYS/INZBRM OPTION(*FLASHCOPY) STATE(*STRBKU)
» Prior to BRMS V6R1:
QSYS/CALL QBRM/Q1AOLD PARM(°FLSSYSSTS®> ¢*BACKUPSYS®)

Enter the following command to display the BRMS system state:
» For BRMS V6R1 and later:

WRKPCYBRM *SYS

Then, choose 4. Change network group and look for the FlashCopy state information.
» Prior to BRMS V6R1:

QSYS/CALL QBRM/QIAOLD PARM(°FLSSYSSTS®> €*DISPLAY )

15.4.4 Setting the backup system to restricted state TCP/IP

When you are running SAVSYS backup procedures, the operating system must be in a
restricted state. In a shared media inventory, if the current system does not have any volumes
available, then BRMS needs to communicate with the remote systems for volume selection.
In order to do this while in a restricted state, BRMS needs to start the TCP/IP interfaces that
will be used to communicate with the remote systems. You need to specify those TCP/IP
interfaces to BRMS. A restricted state TCP/IP interface specified on the production system
might not be the same for the copy system.

On i5/0S V5R3 or later systems, enter the following command to specify the TCP/IP
interfaces that BRMS should use during the restricted state:

QSYS/CALL QBRM/Q1AOLD PARM('TCPIPIFC' '*ADD' 'interface')
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Alternatively also the BRMS GUI from iSeries Navigator or Web support can be used to
modify the TCP/IP restricted state interfaces by right-clicking Backup, Recovery and Media
Services, selecting Global Policy Properties, choosing the Network tab from the dialog
window, and selecting Manage Interfaces to Start as shown in Figure 15-8.

Global Policy Properties - Z71014p28 g@

General | Motification | Signaff Exceptions | Pawer Down | Maintenance | Retrieval |

Systermn update interval (30-9995): B0 seconds
Offline notification period (30-99,999): 300 seconds
IV Usge TCPIIP for networking

[ Use SMA for networking

™ Receive history information

Distribution:

Frimary system: Mone = Browse...
Secondary system: Mone d Browse...

E-mail address:
Maximum message length: S,DUUEC

Metwaork restricted state interfaces to start:

Interface Address |Type

Manage Interfaces 1o Start... |

BRMS netwoark systermns:
T :
System & Systern Stat... | Network St.. | Metwork Ide... | APFC MName | TCP/P Ma... | Relational Database

E kitkat Cnline Active Appn Mot used Kitkat Kitkat

8 Mounds  Online Inactive Appn Mot used Mounds Mounds
B Rchasy.. Ofline Active Appn Mot used Rchasyum Rchasyum
fl Reeses  Offine Active Appn Motuged Reeses Reeges

Manage Systems... |

oK | Cancel | Help |?|

Figure 15-8 BRMS GUI - Global Policy

For more information about the restricted state TCP/IP interface, refer to:

http://www-03.ibm.com/servers/eserver/iseries/service/brms/brmstcpip.html

15.4.5 Changing hardware resource names on the backup system

It is highly unlikely that the hardware resource names associated with the tape drives in the
production partition will match those on the backup partition. In this case, either change the
device descriptions on the backup system after you have done the FlashCopy or create a CL
program to perform this task automatically.

15.5 Performing the backup from the backup system

Because the BRMS system name is set on the production system and is stored in the BRMS
database, after a FlashCopy, the BRMS system name on the backup system is the same as
the BRMS system name on the production system.
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Simply follow the backup procedure on the backup system as usual as you would on your
production system.

15.6 Post FlashCopy steps

The following sections describe the required post FlashCopy steps to ensure that the BRMS
database on the production system is updated with the BRMS backup information created by
the performed backup from the backup system.

15.6.1 Indicating that the BRMS backup activity is complete

During the post FlashCopy step, do not perform BRMS activity on the production system and
on the backup system. Enter the following command on the backup system to set the BRMS
system state to end backup mode:

» For BRMS V6R1 and later:
QSYS/INZBRM OPTION(*FLASHCOPY) STATE(*ENDBKU)
» Prior to BRMS V6R1:
QSYS/CALL QBRM/QIAOLD PARM(°FLSSYSSTS®> ‘*ENDBACKUP?)

This command prevents any incoming communication and feature BRMS synchronization
updates to other systems in the BRMS network from the backup system. The Q1ABRMNET
subsystem is ended during this step.

Do not use the backup system for any BRMS activity because all BRMS backup history
information is sent to production, and all BRMS controls are sent back.

15.6.2 Sending QUSRBRM to the production system

You must save the QUSRBRM library to allow the BRMS management information to be
transferred to the production partition. To save the QUSRBRM library, enter the following
command on the copy system:

SAVLIBBRM LIB(QUSRBRM) DEV(tape-media-library-device-name) MEDPCY(media-policy)
OBJDTL(*0BJ) SAVTYPE(*FULL) SEQNBR(1) ENDOPT (*REWIND)

The final step is to restore QUSRBRM, which you saved from the backup system. This
provides an accurate picture of the BRMS environment on the production partition, which
reflects the backups that were just performed on the backup system. To restore QUSRBRM,
use the media that was used to perform the backup of the QUSRBRM library and enter the
following command on the production system:

QSYS/RSTLIB SAVLIB(QUSRBRM) DEV(tape-media-library-device-name)
VOL(volume-identifier) SEQNBR(1) OMITOBJ((QUSRBRM/*ALL *JRN)) ALWOBJDIF(*FILELVL
*AUTL *OWNER *AUTL) MBROPT(*ALL)
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15.6.3 Indicating that the FlashCopy function is complete on the production
system

Enter the following command on the production system to indicate that the FlashCopy
function is complete:

» For BRMS V6R1 and later:

QSYS/INZBRM OPTION(*FLASHCOPY) STATE(*ENDPRC)
» Prior to BRMS V6R1:

CALL QBRM/QIAOLD PARM(°FLSSYSSTS' '*END¢)

This command starts the Q1ABRMNET subsystem if the system is not in a restricted state. It
also starts all BRMS synchronization jobs.

15.7 Daily maintenance in BRMS

At this point, you should run maintenance on the production system. The BRMS maintenance
function regularly and automatically cleans and updates media records. Regular removal of
expired records from media and media content information files allows you to make more
efficient use of your media.

The center of the BRMS maintenance function is the Start Maintenance for BRM
(STRMNTBRM) command. This command processes the daily maintenance requirements
that keep your system running efficiently. BRMS detects and records new and deleted
libraries. By default, deleted libraries are not included in the “Recovering Your Entire System
Report”. This is important if you are saving libraries on auxiliary storage pool devices, i.e.
independent ASPs. The auxiliary storage pool devices must be available when you run
maintenance. Otherwise, BRMS is unable to locate the libraries and considers the libraries on
unavailable auxiliary storage pool devices as having been deleted from the system.

For additional information about how to use the daily BRMS maintenance job, refer to IBM
System - iSeries Backup, Recovery, and Media Services for iSeries, SC41-5345, which is
available at:

http://publib.boulder.ibm.com/infocenter/iseries/v5rd/topic/books/sc415345.pdf
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15.8 Printing recovery reports

BRMS can generate a series of comprehensive recovery reports for use in recovering your
entire system. If BRMS is offline due to system failure or other disaster, the recovery reports
provide instructions on how to perform the first few steps manually. For example, the recovery
reports tell you where to locate the volumes that are necessary to restore your system. In
addition, they identify the manual steps that you must take to install the Licensed Internal
Code and perform a restore of the operating system and the BRMS product.

After you complete the manual steps, you can use BRMS to assist in recovering the
remainder of your system. Perform the following steps to print the recovery reports that you
need to recover your system:

1. On any command line, enter the STRRCYBRM command. Then press F4.
2. On the Start Recovery using BRM display (Figure 15-9), press Enter.

Start Recovery using BRM (STRRCYBRM)
Type choices, press Enter.
Option . . . . . . . . . . ... *SYSTEM *SYSTEM, *ALLDLO, *ALLUSR...
Bottom
F3=Exit  F4=Prompt F5=Refresh  F10=Additional parameters F12=Cancel
F13=How to use this display F24=More keys

Figure 15-9 BRMS - Start Recovery using BRM display
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3. As shown in Figure 15-10, in the Option field, type *SYSTEM, and in the Action field, type
*REPORT. Press Enter.

Start Recovery using BRM (STRRCYBRM)
Type choices, press Enter.

Option . . . . . . . . . . ... *SYSTEM *SYSTEM, *ALLDLO, *ALLUSR...
Action . . . . . . . ..o L. *REPORT *REPORT, *RESTORE
Time period for recovery:

Start time and date:

Beginning time . . . . . . . . *AVAIL Time, *AVAIL

Beginning date . . . . . . . . *BEGIN Date, *CURRENT, *BEGIN

End time and date:

Ending time . . . . . . . .. *AVAIL Time, *AVAIL

Ending date . . . . . . . .. *END Date, *CURRENT, *END
Use save files . . . . . . . .. *YES *YES, *NO
Use TSM . . . . . . . . . ... *YES *YES, *NO
ASP device:

From system . . . . . . . .. *|CL

Auxiliary storage pool . . . . *ALL Name, *ALL

Objects . . . . . . . . . .. *ALL *ALL, *LIB, *LNK

+ for more values
More...

F3=Exit F4=Prompt F5=Refresh  F10=Additional parameters Fl2=Cancel

F13=How to use this display F24=More keys

Figure 15-10 Start Recovery with BRM: Parameters view

Chapter 15. FlashCopy usage considerations 445




4. The spooled files are generated, as shown in Figure 15-11, from which you can print the
following reports:

— QP1ARCY: Recovering Your Entire System (features the actual recovery steps)

— QP1A2RCY: Recovery Volume Summary Report (tells you where to find the necessary
volumes)

— QP1AASP: Display ASP Information
Enter the Work with Spooled Files (WRKSPLF) command to print the reports.

Work with A11 Spooled Files

Type options, press Enter.
1=Send 2=Change 3=Hold 4=Delete 5=Display 6=Release 7=Messages

8=Attributes 9=Work with printing status
Device or Total Cur
Opt File User Queue User Data Sts  Pages Page Copy
QP1ARCY REDBOOK QPRINT STRRCYBRM  RDY 11 1
QP1A2RCY REDBOOK QPRINT STRRCYBRM  RDY 1 1
QP1AASP REDBOOK QPRINT STRRCYBRM  RDY 1 1

Bottom
Parameters for options 1, 2, 3 or command
===>

F3=Exit F10=View 4 Fl1l=View 2 Fl12=Cancel F22=Printers  F24=More keys

Figure 15-11  Working with BRMS spooled files

To use BRMS to perform a recovery, you must have a copy of these reports available. Each
time you complete a backup, print a new series of recovery reports. Be sure to keep a copy of
these reports with each set of tapes at all locations where media is stored.

15.9 Recovering your entire system

BRMS recovery reports guide you, in a step-by-step manner, through the process of
recovering your entire system. You can also use these reports to guide you through the
recovery of selected aspects of your system. In the case of a total system failure, the reports
guide you through the first manual steps of the recovery process. These initial, manual steps
include recovery of the Licensed Internal Code and the operating system. For information
about how to recover Licensed Internal Code and the operating system from failures refer to
IBM Systems - iSeries Backup and Recovery, SC41-5304, which is available at:

http://publib.boulder.ibm.com/infocenter/iseries/v5r4/topic/books/sc415304.pdf

After you complete the manual steps, you can use BRMS and the reports to help you restore
the rest of your system. There are a variety of ways in which you can recover data. For
example, you can restore information by control group, object, library, and document library
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objects (DLOs). For more information about recovering your entire system, see Chapter 4,
“Recovering Your Entire System” in Backup, Recovery, and Media Services for iSeries,
SC41-5345.

Important: Because the backup on the backup system is done by BRMS as though it were
for the production system, you do not need to update the system name in BRMS Media
Information when you recover the production system.
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Troubleshooting

When the System i platform is used as the host server in an IBM System Storage
environment, it can indicate performance, network, and hardware issues that are experienced
on the IBM System Storage DS6000 or DS8000 system. You can use several tools to
generate reports to help determine the cause of such issues. Two of these tools are System i
Collection Services and System i Performance Explorer.

In this appendix, we discuss troubleshooting methodologies that you can use to determine
the cause of I/O-related issues that are encountered when using FlashCopy, Metro Mirror,
and Global Mirror functions for external storage in such an environment. We also describe
various System i Performance Tools reports and Performance Explorer (PEX) reports that are
used in the PD/PSI process.

Important: When using the various tools and utilities, remember to collect data for the
same time period. Then, you can relate the data from one collection to the data in the other
collections.
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Collection Services

You can use the System i Performance Tools licensed program product (LPP) 5722PT1 to
generate reports from the System i Collection Services data. If this product is not installed on
the system, you can find it on the CDs that are shipped with the system. The CDs are labeled
Lxxxx, where xxxx is the system language code (for example, L2924 is U.S. English).

After you install the Performance Tools, there is a 70-day trial period for the Performance
Tools LPP. Installing this product allows you to generate Performance Tools reports as well as
to manage Collection Services from a series of menus. If Performance Tools are installed and
the 70-day grace period expires, then you can manage Collection Services using a set of
native system CL commands or a set of system APIls. However, report generation is not
available without the Performance Tools LPP.

Starting a performance collection

450

To manage Collection Services using the Performance Tools LPP:

1. Enter go perform on the command line to access the main panel, as shown in Figure A-1.

Fle Edit View Communication Actions Window Help
MAIN i5/0s Main Menu

sSystem: REDBOOKS
Select one of the following:

1. User tasks

2. Dffice tasks

3. General sustem tasks

4, Files, libraries, and folders
5. Programming

6. Communications

7. Define or change the system
8. Problem handling

9. Display a menu
10, Information Assistant options
11. iSeries Access tasks

98. Sign off

Belection or command
===3% go perform

Fa=Exit FA=Prompt FO9=Retrieve F12=Cancel F13=Information Assistant
F23=5Set initial menu
_LF] COPYRIGHT IBWM CORP. 1980, 2005.

M

Figure A-1 Performance tools invocation
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2. Set the desired collection attributes, and then start Collection Services (if it is not currently
running) or cycle the currently running collection (if it is already started). Select 2. Collect

performance data (Figure A-2).

File Edit Wiew Communication Actions Window Help

Select one of the following:

Select type of status
Collect performance data
Print performance report

[N

Performance utilities
Configure and manage tools
Display performance data
System activity
Performance graphics
Advisor

Ll R o R

T@. Related commands

Selection or command

===

PERFORM IBH Performance Teools for iSeries
System: REDEOOKS

F16=System main menu

F3=Exit F4=Prompt F9=Retrieve F12=Cancel Fl13=Information Assistant

H_F]l b HUW

Figure A-2 Performance Tools main menu

3. Set the desired collection attributes. Select 2. Configure Performance Collection. See

Figure A-3.

wi

Fle Edit View Communication Achons Window Help
Collect Performance Data

Collection Services status:
Status . . . . . . . . . . . L Stopped

Select one of the following:

1. Start Performance Collection
2. Configure Performance Collection
3. End Performance Collection

Selection or command
===3 2

REDBOOKS
11/13/86 16:02:02

F3=Exit FA=Frompt Fo=Refresh F9=Retrieve F1Z2=Cancel

A 5]

Figure A-3 Collect Performance Data options
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4. Collection Services data is collected at intervals that you set using the Configure Perf
Collection menu (Figure A-4).

a. Set the collection interval. Generally a 1 minute or 5 minute interval is desired for disk
issues. Keep in mind that some of the data that is collected is averaged over the
interval time period. The longer the collection interval is, the more diluted the data can
become.

b. Ensure that Create database files is set to *YES. This setting ensures that database
files are created in the chosen library. The database files are necessary for report
generation.

The native system CL command CFGPFRCOL also accomplishes the functions on this
panel, as follows:

CFGPFRCOL INTERVAL(01.00) LIB(QMPGDATA) DFTCOLPRF(*STANDARDP) CYCTIME(000000)
CYCITV(24) RETPERIOD(00024 *HOURS) CRTDBF(*YES) CHGPMLIB(*NO)

File Edit Vew Commurecation Actons Window Help
Configure Perf Collection [CFGPFRCOL)
Tupe choices, press Enter.
Default interval . . . . . . . . 1.0 *SAME, .25, .50, 1.0, 5.0...
Collection library . . . i . OMPGDATA Hame, =*SAME
Default collection pruflle 5 A C *STAMDARDP *SAME, *MINIMUM, *STANDARD...
Cuycle time . . . . . . . . . . . pooooa Time, *SAHE
Cycle interval . . . - 24 *SAME, 1-24 hours
Collection retention periud
Number of uwnits . . . . . . . 0eez4a *SAME, 1-720, *PERH
Unit of time . . . 0 o0 o P *HOURS *HOURS, =*DAYS
Create database FllES A 9 *YES #*SAME, =*YES, =NO
Change PM iSeries library . . . *NO *NO, *YES
Bottaom
F3=Exit FAa=Prompt F5=Refresh Fi12=Cancel F13=How to use this display
FZ24=More keys
Al

Figure A-4 Configure Perf Collection panel
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5. To start or cycle Collection Services, on the Collect Performance Data panel (Figure A-5),
select 1. Start Performance Collection. If Collection Services is currently running, the
Status is Started and any additional attribute values are indicated.

File Edit View Commuricabion AcBors Window Help

Collect Performance Data REDBOORS
11/13/06 16:02:02

Collection Services status:
Status . . . . . . . . . . . Stopped

Select one of the following:

1. Start Performance Collection
2. Configure Performance Collection
3. End Performance Collection

Selection or command
===% 1

F3=Exit FA4=Frompt F5=Refresh FO=Retrieve Fl1Z2=Cancel

-

Figure A-5 Collect Performance Data panel
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6. In the Start Performance Collection panel, the Collection profile setting of *CFG uses the
attributes that were set up previously. The Cycle collection setting of *YES forces a
currently running collection to be cycled. The new collection is started using the attributes
that were set earlier.

Press Enter to start or cycle Collection Services. You might need to refresh the panel
using F5.

The native system CL command STRPFRCOL also accomplishes this function as follows:
STRPFRCOL COLPRF(*CFG) CYCCOL(*NO)

File Edit View Communication Actions Window Help

Start Performance Collection (STRPFRCOL ]
Type choices, press Enter.
Collection profile . . . . . . . *CFG *CFG, *MINIMUM, *STANDARD. ..
Cycle collection . . . . . . . . *YES *MNO, *YES

Bot tom
F3=Exit FA=Prompt F5=Refresh Fi12=Cancel F13=How to use this display
FZ4=More keys
T I

Figure A-6 Start Performance Collection attributes
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7. Collection Services should now be started.

To end Collection Services, on the Collect Performance Data panel (Figure A-7), select
3. End Performance Collection.

You can also end Collection Services using the ENDPFRCOL native system CL command
as follows:

ENDPFRCOL FRCCOLEND(*NO)

File Edit View Communication Actons Window Help

Collect Performance Data REDBODKS
11/13/06 16:03:59

Collection Services status:

Status . . . . . . . o . . Lt Started
Collection object . . . . . . . : 0317160349
Library . . . . . . . . . . . ¢ OMPGDATA
Started . . . . . . . . .. .. 11/13/06 16:03:49
Default collection interval . . : 00:01:00
Retention perioed . . . . . . . : 01 day 00 hours
Cycle time . . . . . . . . . . : 00:00:00
Cycle interval . . . . . . . . : 24
Collection profile . . . . . . : *STANDARDP

Select one of the following:

1. Start Performance Collection
2. Configure Performance Collection
3. End Performance Collection

Selection or command

F3=Exit FA=Prompt F5=Refresh F9=Retrieve Fl12=Cancel

I

Figure A-7 Collection Services status

Important: After Collection Services is started, the data is collected and placed into a set
of files that are found in the library that is chosen. The file data is retained for a period of
time that is determined by the settings that are associated with the system Performance
Monitor. You must check the period of time to ensure that the data collected is retained for
the length of time that is desired, usually at least five days. If Performance Monitor is
disabled, the retention period of the Collection Services data is permanent and the user
must manage it.
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Checking the status of Performance Monitor

456

To check the status of Performance Monitor, you must review the attributes.

1. On a command line, enter go pm400 (see Figure A-8).

Fle Edit View Communication Actions Window Help
MAIH i5/0S Main Menu

Select one of the following:

User tasks

Office tasks

General system tasks

Files, libraries, and folders
Programming

Communications

Define or change the system
Problem handling

Display a menu

Information Assistant options
iSeries fAccess tasks

=D 000~ O N L LD N e

[Ey—

90. Sign off

Selection or command
===» go_pnd0g0

System: REDEOOKS

F3=Exit F4=Prompt FO=Retrieve F1Z2=Cancel
F23=Set initial menu

Fi13=Information Assistant

Figure A-8 Starting Performance Monitor
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2. On the Performance Monitor main menu, select 3. Work with PM eServer iSeries

customization (Figure A-9).

Fie Edit View Communication Actions VWindow Help
PM eServer iSeries Henu

Select one of the following:

Commands

Work with contact information

Work with automatically scheduled jobs
Work with PM eServer iSeries customization
Work with top ten omissions

Work with remote iSeries systems

Display PM eServer iSeries status

Display PM eServer iSeries disclaimer

o =i S - N

selection or Command
:::> 3

System:  REDBOOKS

Flb=iSeries Main Menu
(C) COPYRIGHT IBM CORP. 1996, 2003.

F3=Exit F4=Prompt FO9=Retrieve F12=Cancel F13=Information Assistance

m_ﬂ' b

Figure A-9 Performance Monitor main menu
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On the Work with PM eServer iSeries Customization panel (Figure A-10), the value of the
Performance data purge days parameter determines how long to keep the database file data
that is created by Collection Services.

File Edit View Communication Acfions Window Help
Work with PM eServer iSeries Customization

Type changes, press Enter. System: REDBOOKS
High priority limit . . . . . . . . . 20
SHTUWUTEFS
Trending days . . . . . . . . . . . . 11111 _
First shift . . . . . . . . . . . .. _§:00 - 17:30
Second shift . . . . . . . . . . . .. 17:30 - _1:99
Performance data library . . . . . . . DMPGDATA
Performance data purge days . . . . . 19

For second shift reports, contact your IBM Support Team.

More. ..
F3=Exit Fi2=Cancel
(C) COPYRIGHT IBM CORP. 1996, 2003

Figure A-10 Performance Monitor customization options

Management of Collection Services

You can also manage Collection Services through calls to system APIs. The parameters for
API calls are precise and must be entered in the correct order. Prior to the release of V5SR3MO
i5/0S, these APIls were used to manage Collection Services on the iSeries system. Since
V5R3MO, the native system CL commands STRPFRCOL, CHGPFRCOL, and ENDPFRCOL
have been made available. These commands virtually eliminate the need to use the APlIs.

Change Collection Services
To change Collection Service, use the following command:

CALL PGM(QYPSCSCA) PARM('*PFR ' X'00000384' 'QMPGDATA ' X'000000A8'
X'0000000F' X'00000018' X'00000001' '*STANDARDP' X'00000000')

The command uses the following program:

QYPSCSCA /* API program

The command uses the following parameters:

"PFR' /* collection attribute, 10 characters

X'0000003C' /* interval 60 sec (1 minutes), 8 hexidecimal
'‘QMPGDATA' /* library name, 10 characters

'‘000000A8! /* retention 168 hrs (7 days), 8 hexidecimal
X'0000000F' /* cycle time 00:15:00 (12:15:00 AM), 8 hexidecimal
X'00000018! /* cycle interval 24 hrs, 8 hexidecimal

X'00000001" /* create database files, (1=Yes, 0=No) 8 hexidecimal
"STANDARDP' /* default profile, 10 characters

X'00000000" /* return code, 8 hexidecimal
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Note: Character values must be placed in single quotation marks. Hexidecimal values
must be preceded by the X character with the value placed in single quotation marks.

Start Collection Services
To start Collection Services, use the following command:

CALL QYPSSTRC PARM('*PFR ' '"*STANDARDP' X'00000000"')

The command uses the following program:

QYPSSTRC /* API program

The command uses the following parameters:

"PFR' /* collection attribute, 10 characters
"*STANDARDP" /* default profile, 10 characters
X'00000000' /* return code, 8 hexidecimal

Cycle Collection Services
To cycle Collection Services, use the following command:

CALL QYPSCYCC PARM('*PFR ' X'00000000")

The command uses the following program:

QYPSCYCC /* API program

The command uses the following parameters:

"PFR' /* collection attribute, 10 characters
X'00000000' /* return code, 8 hexidecimal

End the collection
To end the collection, use the following command:

CALL QYPSENDC PARM('*PFR ' X'00000000")

The command uses the following program:
QYPSENDC /* APl program

The command uses the following parameters:
X'00000000" /* return code, 8 hexidecimal

Performance Tools reports

The Performance Tools product 5722PT1 is required to generate reports from Collection
Services data. You can move the Collection Services collection object to any system that has
the Performance Tools LPP installed at the same or later release level of the System i
operating system. It is only necessary to restore the desired Collection Services management
collection object to the target system. This object has a type of “MGTCOL and an attribute of
*PFR.
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To generate collection file data:

1. Locate the desired collection object. On the IBM Performance Tools for iSeries panel
(Figure A-11), enter the WRKLIB CL command, and specify the collection library.

File Edit WView Communicstion Actions Window Help
PERFORM IBM Performance Tools for iSeries

System: REDBOOKS
Select one of the following:

Select type of status
Collect performance data
Print performance report

[P

Performance utilities
Configure and manage tools
Display performance data
System activity
Performance graphics
Advisor

S wom-Jmm

70. Related commands

Selection or command
===» wrklib gmpgdata

F3=Exit F4=Prompt F9=Retrieve F12=Cancel F13=Information Assistant
F16=Sustem main menu
Type option number or command.

I

Figure A-11  WRKLIB command-line invocation

2. In the Work with Libraries panel, select 12=Work with objects to work with objects in the
collection library (Figure A-12).

File Edit View Communication Actions Window Help
Work with Libraries

Type options, press Enter.
1=Create 2=Change 3=Copy d=Delete 5=Display 6=Print

8=Display library description 9=Save 10=Restore
11=Save changed objects 12=Uork with objects 14=Clear
ASP
Opt Libraruy Attribute Device Text
]_ OHPGDATA PROD Performance monitor data for PH iSeri

Bottom
Parameters for options 1, 2, 3, &, 8, 9, 10, 11 and 12 or command
===>
F3=Exit FA4=Prompt F5=Refresh F9=Retrieve F11=Display names only
F12=Cancel F16=Repeat position to F17=Fosition to
0 .

Figure A-12 Work with Libraries panel
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3. After you locate the desired object, save and then either restore or send the object to the
target system using FTP (Figure A-13).

File Edit View Communication Actions Window Help

Work with Objects

Type options, press Enter.
2=Edit authority 3=Copy d=Delete 5=Display authority T=Rename
8=Display description 13=Change description

Opt Object Type Library Attribute Text

- OAPMSYSTEM =*FILE OMPGDATA PF System performance data

_ OAPMTCP *FILE OWMPGDATA PF TCP/IP performance data

. QAPMTCPIFC =*FILE OQHMPGDATA PF TCP/IP interface performanc
. DAPMT.JOB *FILE OQHMPGDATA PF Job related performance dat
. DAPMTSK *FILE OHPGDATA PF Task related performance da
. ODAPHMUSRTHNS =*FILE OMPGDATA PF User-defined transaction pe

0316234146 =*=MGTCOL OMPGDATA *PFR
0317160349 =MGTCOL OMPGDATA *PFR

Bottom
Parameters for options 5, 7 and 13 or command
===3
F3=Exit FA=Prompt F5=Refresh F9=Retrieve F11=Display names and types
Fl12=Cancel Fl6=Repeat position to F17=Position to

I

Figure A-13 Work with Objects panel

After the collection object is restored or received on the target system, generate the
necessary database files using the Performance Tools menus.

4. Enter go performon the system command line to open the Performance Tools main menu
(Figure A-14).

File Edit View Communication Actions Window Help
MAIN i5/08 Main Menu

System: REDBOOKS
Select one of the following:

1. User tasks

2. Office tasks

3. General system tasks

4. Files, libraries, and folders
5. Programming

6. Communications

1. Define or change the system
8. Problem handling

9. Display a menu
10. Information Assistant options
11. iSeries Access tasks

9. Sign off

Selection or command
===> go_perform

F3=Exit FA=Prompt F9=Retrieve F12=Cancel F13=Information Assistant
F23=Set initial menu
(C) COPYRIGHT IBM CORF. 1980, 2005.

T )

Figure A-14 Launching Performance Tools
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5. In the IBM Performance Tools for iSeries panel (Figure A-15), select 6. Configure and
manage tools. The option to create performance data is contained in this option.

File Edit View Communication Actisns Window Help
PERFORM IBM Performance Teools for iSeries

System: REDEODOKS
Select one of the felleowing:

Select type of status
Collect performance data
Print performance report

[AN SN

Per formance utilities
Configure and manage tools
Display performance data
System activity
Performance graphics
Advisor

[t LN s ]

1

T8. Related commands

Selection or command
===> §

F3=Exit F4=Prompt F9=Retrieve Fl2=Cancel F13=Information Assistant

F16=System main menu

IHF]I 5] MW

Figure A-15 Performance Tools main menu

6. On the Configure and Manage Tools panel (Figure A-16), select 5. Create performance
data.

EBEX

Fie Edit View Communication Actions Window Help
Configure and Manage Tools

Select one of the following:

Work with functional areas
Delete performance data
Copy performance data
Convert performance data
Create performance data

[ - A R

Selection or command
===3% 0§

Fa=Exit Fd=Prompt F9=Retrieve Fl2=Cancel

| s | b Ml

Figure A-16 Configure and Manage Tools panel
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7. On the Create Performance Data panel (Figure A-17), type the name of the collection and
the name of the collection library. Then press Enter to create the collection file data.

Fle Edit View Communication Actions Window Help
Create Performance Data (CRTPFRDTA)
Type choices, press Enter.
From collection 0316234146 Name, *ACTIVE
Library OHPGDATA Naine
Te wmember * HName , *FROMHGTCOL
To library .o *FROMHGTCOL Nawme , *FROMHGTCOL
Text ‘description’ *SAME
Categories to process . . . . . *FROMHGTCOL Mame, *FROMHGTCOL , =APPH. ..
+ for more wvalues
Time interwval (in minutes) *FROMHGTCOL *FROMMGTCOL, ©.25, ©.5, 1...
Starting date and time:
Starting date . *FROMHGTCOL Date, *FROMHGTCOL
Starting time A Time
Ending date and time:
Ending date . . . *FROMHGTCOL Date, *FROMHGTCOL, *ACTIVE
Ending time Time
Bottom
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this display
F24=Hore keys
HHE b MW

Figure A-17 Create Performance Data panel

Generating a performance report

To generate a performance report using Performance Tools, choose the collection from which
you want the report generated and then choose the type of report to produce. There are two
reports of interest when working on disk issues:

» The Disk activity section of the System report
» The Disk utilization section of the Resource report
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To generate a performance report:

1. Enter the go perform command to open the Performance Tools main menu (Figure A-18).

File Edit View Communication Actions Window Help
MAIN i5/05 Main Menu

System:
Select one of the following:

1. User tasks

2. Office tasks

3. General system tasks

4. Files, libraries, and folders
5. Programming

6. Communications

7. Define or change the system
8. Problem handling

9. Display a menu

10. Information Assistant options
11. iSeries Access tasks

90. Sign off

Selection or command
===> go_perform

REDBOOKS

F23=Set initial menu
(C) COPYRIGHT IBM CORP. 1988, 2005.

F3=Exit FA=Prompt F9=Retrieve Fi12=Cancel F13=Information Assistant

mgg! b

Figure A-18 Performance tools invocation

2. On the IBM Performance Tools for iSeries panel (Figure A-19), select 3. Print
performance report.

File Edit View Communication Actions Window Help
PERFORM IBM Performance Tools for iSeries

System:
Select one of the following:

Select type of status
Collect performance data
Print performance report

LI M =

FPerformance utilities
Configure and manage tools
Display performance data
System activity
Performance graphics
Advisor

SO~

0. Related commands

Selection or command

REDBODKS

F16=Suystem main menu
(C) COPYRIGHT IBM CORP. 1981, 2005.

F3=Exit FA=Prompt F9=Retrieve F12=Cancel F13=Information Assistant

I

Figure A-19 Performance Tools main menu
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3. On the Print Performance Report panel (Figure A-20), choose the library that contains the
data from which to generate the performance reports, and press Enter.

File Edit WView Communication Actions Window Help
Print Performance Report - Sample data

Library . . . . . . OMPGDATA

Type option, press Enter.
1=System report Z2=Component report 3=Job report A4=Pool report

5=Resource report

Option Member Text Date Time
(No performance data in library)
Bottom
Fi12=Cancel

Fli=Work with your spooled output files

F3=Exit F5=Refresh
Fi16=Sort by text

F15=Sort by member

I

Figure A-20 Specifying the data library to generate the Performance reports

You now see all of the collections that are available to be used within the chosen library
(Figure A-21).

File Edit View Communication Actions Window Help
Print Performance Report - Sample data

Library . . . . . . OMPGDATA

Type option, press Enter.
1=System report Z2=Component report 3=Job report

5=Resource report

4=Pool report

Option Member Text Date Time
_ 0317160349 11/13/06 16:03:49
i 0316234146 11/12/06 23:41:46
Bottom
F1Z=Cancel

F1i1=Work with your spooled output files

F3=Exit F5=Refresh
F16=Sort by text

F15=Sort by member

Figure A-21 Print Performance Report panel
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Generating a system report
To generate a system report:

1. Choose the type of report to generate and the collection to use. On the Print Performance
panel (Figure A-22), choose 1=System report.

Fle Edt View Communication Actions Window Help
Print Performance Report - Sample data
Library . . . . . . HPGDATA
Tupe option, press Enter.
1=Sustem report Z2=Component report 3=Job report 4=Fool report
5=Resource report
Option Hember Text Date Time
_ 0317160349 11/13/06 16:03:49
1 0316234146 11/12/06 23:41:46
Bottom
F3=Exit F5=Refresh Filil=Work with your spooled output files F12=Cancel
F15=Sart by member Fi16=Sort by text
I

Figure A-22 Choosing to create a system report
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2. On the Select Sections for the Report panel (Figure A-23), choose the section of the
report or press F6 to select all sections. In this example, we examine the Disk utilization
section.

File Edit ¥iew Communication Actions Window Help
Select Sections for Report

Member . . . . . . . . . . . 0316234146
Type options, press Enter. Press F6 to print entire report.
1=Select
Option Section
Workload

Resource Utilization

Resource Utilization Expansion
Storage Pool Utilization

Disk Utilization

Communication Summary

_ TCP/IP Summary

— HTTP Server Summary

=

Bottom
F3=Exit F6=Print entire report Fi1Z=Cancel

mﬂ! b

Figure A-23 Select Sections for Report panel

3. On the Select Categories for Report panel (Figure A-24), choose the data filter to use. We
use the Time interval category to generate the report.

File Edit View Communication Actions Window Help
Select Categories for Report

Member . . . . . . . . . . . : 316234146
Tupe options, press Enter. Press F6 to print entire report.
1=Select
Option Category
1 Time interwval
- Job
_ User ID
_ Subsystem
Pool

Communications line
Control unit
Functional area

Bottom
F3=Exit F6=Print entire report Fi12=Cancel

I

Figure A-24 Select Categories for Report panel
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4. On the Select Time Intervals panel (Figure A-25), select one or more time intervals.

(=]t

File Edit ¥iew Communication Actions Window Help
Select Time Intervals
Library . . . . . : QHPGDATA Performance data . . . . . : 0316234146
Type options, press Enter.
1=Select
o Int High Pool
u] Transaction -CPU Util-- Feat --Util-- -Fault/Sec-
t Date Time Count Resp Tot Int Bch Util Dsk Unit Mch User ID Excp
1 11/13 00:00 95 .07 6] 6] 0] 6] 11 0002 0 6 03 1868
_11/13 o008:15 30 .02 e] 0 0 2] 1 0e01 0 1 02 1401
1 11/13 00:30 57 .05 6] 0 0 2] 1 0003 0 6 03 ao7
_ 11713 00:45 25 .01 ¢] 0 0 2] 1 0003 0 0 02 811
_ 11713 o01:00 [¢] .00 ¢} €] 0 [¢] 1 0003 0 0 02 7584
11713 01:15 &) .00 ¢} 0 0 2] 1 opo1 2] 0 02 999
11713 01:30 [¢] .00 ¢} 6] 0 ] 1 opo2 0 0 02 746
_ 11/13 o01:45 &) .00 6] 6] 0 [¢] 1 0OR2 ¢} 0 02 752
_ 11/13 02:00 5] .o 6] 0 0 5] 1 0001 0 0 02 814
_ 11/13 02:15 &) .o 6] 0 0 [¢] 1 0003 0 0 02 8a6
More. ..
F3=Exit F5=Refresh Fi12=Cancel
Fi13=Sort (date/time) F14=Sort (count) F24=More keys
I

Figure A-25 Select Time Intervals panel

5. On the Specify Report Options panel (Figure A-26), give the report a title. In this example,
we specify a title of System - Disk utilization.

Fle Edit View Communication Actions Window Help
Specify Report Options

Type choices, press Enter.

Report title . . . . System - Disk utilization
Job description . . OPFRJOBD Name, =*=NONE
Library . . . . . x| THIL Mame, *LIBL, *CURLIB

F3=Exit F1Z=Cancel

[

Figure A-26 Specify Report Options panel
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6. The report generation request is submitted to batch. You return to the Print Performance
Report panel, which shows the information about the job that was submitted (see
Figure A-27).

File Edit View Communication Actions Window Help
Print Performance Report - Sample data

Library . . . . . . OHPGDATA

Type option, press Enter.

1=System report 2=Component report 3=Job report 4=Pool report
5=Resource report

Option Hember Text Date Time
- 0317160349 11/13/06 16:03:49
0316234146 11/12/06 23:41:46
Bottom
F3=Exit F5=Refresh Fli=Work with your spooled output files F12=Cancel
F15=Sort by member F16=Sort by text

Job 008343/DEVROY/PRTSYSRPT submitted to job queue QBATCH in library QGPL.

MA ]
Figure A-27 Submitted job information

7. The report is created as a spooled file found in the output queue for the user submitting
the request. On the Work with Job Spooled Files panel (Figure A-28), select 5=Display to
display the system report that was generated.

File Edit view Communication Actions Window Help
Work with Job Spooled Files

Job: PRTSYSRPT User: DEVROY Humber : pe83a¥

Type options, press Enter.
1=Send 2=Change 3=Hold 4=Delete 9=Display b=Release T=Messages

B=Attributes 9=Work with printing status
Device or Total Current
Opt File Queue User Data Status Pages Page Copies
5 OPPTSYSH OPFROUTO RDY 2 1

Bottom
Parameters for options 1, 2, 3 or command
===
F3=Exit F10=View 3 Fli=View 2 Fi1Z=Cancel F22=Printers F24=More keys
I

Figure A-28 Work with Job Spooled Files panel
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The Disk utilization section of the system report (Figure A-29) contains much useful
information:

» The unit ID and unit name along with the disk type and size.

» /O processor (IOP) utilization and name.

» Disk CPU utilization refers to the processor utilization on the physical disk unit. This value
is of no meaning with regard to external disk units.

» Percent full and utilized indicate how full and busy the disk units are.

» 1/O operations per second are shown along with their average size.

The last three columns relate to the average I/O time per unit.

» Service time is the time spent outside of the System i environment.
» Wait time is the time spent on the System i environment.
» Response time is the sum of the service and wait times.

File Edit View Commurication Actions ‘Windew Help
Dizplay Spooled File

File . . . . .t BQPPTSYSR PagesLine Ls1
Contral o o . . . Co lumns 1-138
Find . . . . + .
L T T e T o T i O T | MU S PR S S T |
Systen Report 18713706 17:05:1
Disk Utilization Page 000
Hember . . . @ 03L6Z34146 ModelsSerdial . @ BTO/10-DO0L0A& Hain storage . . : 3.1 GB Started . . . . @ 11s12006 23:41:4
Library o . ¢ QHPGDATA  System nane . . ¢ REDBOOKS Yersion/Releass © 6/ 4.0  Stopped . . . . 1 117137056 16:80:0
Partition I0 @ 081 Feature Code . @ T747-5333 Int Threshold . : 100.80 %
Yirtual Processors: 3 Frocessor Units @ 3.8
Unit Size IOP IOP Dsk CPU --Percent—— 0Op Per H Per - Average Tine Per IS0 --
Unit  Mane Type  (HY  Util Hame Uril Full  Util Second Ls0 Service  Wait  Responge
ASP ID/ASP Rsc Mame: L4
g0l poooL 2187 35,165 . CRBOL b.8 4.8 .h 7.94 6.2 LB0aT L0084 -0o11
+ 0802 DHPOG8Y 2807 35,165 .2 CHBOY 6.0 24.1 .6 13.95 0.0 LBooY .ooez -0y
+ 00803  DHPOB3 187 35,165 .2 CMBOL .0 B4.1 ) 13.04 10.8 .BOOE 0083 .BaL1
Total for ASP ID: 1 105,498
Avarage 24,3 .0 5.99 9.5 L3036 o093 . 0011
Total 105,495
Average 4.1 .b 11,65 9.5 LBO0E L0083 L0011

+ Hultipath disk unit
# Disk compression is active for the diszk unit.

Hore...
F2=Exit FlZ=Cancel F19=Left FEZO0=Right FId4=Hore keys

Figure A-29 System data report

Generating a resource report

To generate a Resource report, use the following steps. In this section, we refer to some of
the report panels from “Generating a system report” on page 466, because the panels are
similar.

1. Choose the type of report to generate and the collection to use. On the Print Performance
Report panel (Figure A-22 on page 466), choose 5=Resource report to generate a
resource report.

2. In the Select Section for Report panel (Figure A-23 on page 467), choose the section of
the report or use F6 to select all sections. We generate the Disk utilization section.

3. In the Select Categories for Report panel (Figure A-24 on page 467), choose the data
filter to use. We use the Time interval category to generate the report.

4. In the Select Time Intervals panel (Figure A-25 on page 468), select one or more time
intervals. We choose the time period or periods of interest.

There are blank entries under the Disk high utilization column. No data is seen for disk
resources for those time periods. This will only be seen when a one minute time interval is
selected. Also notice that only those time periods with values in that column have been
selected.
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5. In the Specify Report Options panel (Figure A-26 on page 468), give the report a title. The
report generation request is submitted to batch.

6. The report is created as a spooled file found in the output queue for the user who
submitted the request. Use 5=Display to display the system report generated.

This report provides summary and detail information regarding the disk units. The information
is provided for each time interval that is selected. The detail information is provided for each
disk unit for each time interval that was selected. This report shows the disk unit ID
information along with 1/O rates, disk utilization, service time, wait time, and queue length.
The Disk CPU utilization values have no meaning for external disk units.

Performance Explorer

Performance Explorer is an internal trace utility that can collect detailed information about the
System i environment. It collects a large amount of data in a short time.

Prior to running this trace tool, you must apply several required PTFs. Failure to apply these
PTFs can cause the system to terminate abnormally. It is always best to check with IBM
software support before you run PEX traces.

For more information about Performance Explorer, review the information in the i5/0S
Information Center at:

http://publib.boulder.ibm.com/infocenter/iseries/v5r4d/index.jsp?topic=/rzahx/rzahx
collectinfoappperf.htm

DS8000 troubleshooting

Use the following tips to help investigate any issues that might arise when dealing with Copy
Services with a System i host:

» Verify that you have and installed the activation keys for your storage images. See
Appendix B, “Installing the storage unit activation key using a DS GUI” on page 473.

» Verify that the bandwidth can handle the Copy Services solution that you have
implemented.

» Check the Service log and verify that there are no bad host bus adapters or other errors:
To locate the error log on the DS8000:

Log in to the DS8000 Hardware Management Console (HMC).

Click the Service Applications icon.

Click Service Focal Point.

Click Manageable Service Events.

Click OK.

The next window lists any issues that the DS8000 is having in your environment. To
view details about the issue, select the issue, and then click Selected — View Details
to learn more about the issue.

- 0 o 0o T ®

If any hardware problems are present, call your IBM Customer Service Representative.

» In a Copy Services solution, verify that the ports that are used in the primary or source
system are the same ports that are used in the secondary or target system.
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If you are using a switch, verify that the ports that are used in the Copy Services solution
are zoned.

Verify that a sufficient number of FCP paths is assigned to your source and target sites.

If you plan to use both Metro Mirror and Global Copy between a pair of storage units, we
recommend that you use separate logical and physical paths for Metro Mirror and another
set of logical and physical path for Global Copy.

Verify that the source and target LUNs are of the same size.

On the System i host, verify that there are no more then six FC adapter IOP pairs per one
high-speed link (HSL) loop.

On the System i host, verify that the 64-bit slots are being used for the Fibre Channel I/0
adapter (IOA) and IOP card connections. The 64-bit slots are C01-05, C08-09, and
C14-15. For more information, see iSeries in Storage Area Networks A Guide to
Implementing FC Disk and Tape with iSeries, SG24-6220.

Consider one FC adapter-IOP pair per multi-adapter bridge on a System i host.

For FlashCopy, the source and target volumes or LUNs must be in the same DS8000
image (logical partition).

If you are using Global Mirror, you must have Point-in-Time Copy function authorization for
the secondary storage unit.

If you will use Global Mirror during failback on the secondary storage unit, you must also
purchase a Point-in-Time Copy function authorization for the primary storage system.

Verify that multipath has been set up on the storage system.
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Installing the storage unit
activation key using a DS GUI

In this appendix, we explain how to install the Licensed Internal Code feature activation keys
for the IBM System Storage DS8000 products. These activation keys are essential to Copy
Services on the DS8000 products. Without the installation of the activation keys, Copy
Services does not work on the DS8000 products.
For the DS8000 system, apply the Licensed Internal Code feature activation keys:
1. Use a Web browser to connect to the IBM Disk storage feature activation Web page (see
Figure B-1):
http://www.ibm.com/storage/dsfa
2. Click IBM System Storage DS8000 series.

Home Solutions - Services - Products - Support & downloads - My IBM -

Disk storage feature activation

Select DS6000 series

e The disk storage feature activation (2SFA) application provides feature

- activation codes to technically activate licensed functions acquired for your
e 1EM System Storsge’ ™ DS6000 series and 18M System Storage DS8000
machine . .
series machine.
Help
You must enter information about your machine to access DSFA. You can
find this information in the IBM D3 Storage Manager application under
storage unit properties.
Related links
&n order confirmation code is required to activate functions on a DSe000
zeries machine. This code is printed on the D36000 series function
authorization document. You cannot activate functions until you have
received this document from IEM or an authorized IBM Business Fartner.

To begin, select vour machine type:

Figure B-1 Disk storage feature activation page
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3. To complete the required information to be entered on the following Disk storage feature
activation Web site (Figure B-4 on page 475), perform the following steps:

a. Access the DS8000 Storage Manager GUI (refer to 9.1.3, “Accessing the DS GUI
interface” on page 338) and select Real-time manager —» Manage hardware —
Storage units from the left navigation panel.

b. Note the Model and Serial Number information from the storage unit whose licensed
functions are to be activated (see Figure B-2).

c. Select this storage unit by clicking Select and selecting Properties from the Select
Action drop-down menu.

Storage images: Real-time

Last refresh: Friday, November 2, 2007 10:19:30 AM CDT

O Im'- Action — —_: | Print report | D
Select ~ |Nickname < | Serial Number ~ | Status ~ | Storage unit ~ | Storage Complex ~ Total Rd

|7Nl-h_n Mon-SVT 7589951 7589951 .M_ﬂ_ﬁiﬁﬁgﬁ_{b lbmStoragePlex

|A‘J SVT 7689952 7589952 Mplormal <7589950= lbmStoragePlex

Page 1 of 1 Total: 2 Filtered: 2 Displayed: 2 Selected: 1

Figure B-2 DS8000 Storage units panel

d. Get the required Machine signature information from the General properties panel

(Figure B-3).
Storage Unit Properties: Real-time
+General General
Hardware

— —| Accept or modify the nickname and enter a description. Then click OK or Apply
Attribute | Value
MTIMS IBIM_ 2107 9A2 7589950
Machine signature 00a4-d796-fafc-3ed 1
VIR 5005076303FFFD3E
Emulated MTMS IBIM_ 2107 9A2 7589950
Power state Mon
Processor complex status Mrormal
#[Mickname
|<7589950>
Description

Figure B-3 DS8000 Storage Unit Properties panel
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4. Open the browser to the Disk storage feature activation Web site to display the required
information. In the Select DS8000 series machine panel (Figure B-4), select your machine
type. Then specify your machine’s serial number and signature. Click Submit to continue.

Home Solutions - Services - Products - Support & downloads - My IBM -
Welcome [ Bl =
IBM System Storage e .
Select DS8000 series machine
Select DS6000 series
machine Enter your machine information. You can find this information in the OS
= 1 1 I artie
Select DSS000 series Storage Manager application under storage unit properties.
hi . . .
machine You must complete all fields marked with an asterisk ()
= View machine summary
e e Click Submit when vou are finished.
= Retrieve activation .
codes Machine type * 2107 w
- Assign function . = - K
e [ e - Serial number * 75-89950 (12-34567)
« View authorization . . - — — , .
== Machine signature * 00a4-d796-fafc-3e41 (1234-5673-9012-3458)
Healp
° Sumit
Related links

Figure B-4 Select DS8000 series machine panel

5. From the left navigation pane of the browser, select Retrieve activation codes. From the
Retrieve activation codes window, either write down the codes for each product and
storage image or export the codes to a PC file.
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6. Access the DS8000 Storage Manager GUI (refer to section 9.1.3, “Accessing the DS GUI
interface” on page 338) and select Real-time manager — Manage hardware — Storage
images from the left navigation panel. Select the check box for the storage image whose

LIC features are to be activated and for Select Action, click Apply Activation Codes (see
Figure B-5).

Note: In a 2107 Model 9A2, a logical partition model, repeat this step for each storage
image.

Storage images: Real-time

Last refresh: Friday. November 2, 2007 10-19:30 AM CDT

O — Select Action — V| Print report | Dq
Select ~ |Nickname o | Serial Number -~ | Status ~ | Storage unit ~ | Storage Complex -~ |Tuta| Rg

,?ﬂ'm Maon-SWT 7589951 7589951 .MLm;ii?SEQE!S[b IbmStaragePlex

|A‘J SWVT 7589952 7589952 Mpormal <7589950= IbmStoragePlex

Page 1 of 1 Total: 2 Filtered: 2 Displayed: 2 Selected: 1

Figure B-5 DS8000 Storage Images panel

IBM System Storage Copy Services and IBM i: A Guide to Planning and Implementation



7. Enter the DS8000 Licensed Internal Code feature activation keys that you retrieved from
the Disk storage feature activation Web site. Either manually type the keys or import the
key file from your PC. Then click OK to continue (see Figure B-6).

Note: In order to see the capacity and storage type that is associated with the
successful application of the activation codes, repeat this step.

Apply Activation codes: Real-time

Use this page to review, specify, or modify the activation keys. Activation keys must be established before you can configure storage on
keys cannot be removed, but they can be disabled by installing an activation key with the authorizatio OFF. If you do not

status set to
can obtain the keys from the Disk Storage Feature Activation (DSFA) web site using the Machine information displayed below and impor
key file... button

Machine information:
Serial number 75-89950
MTIMS IBM.2107 9A2 7589950
IMachine signature:00A4-D796-FAFC-3E41

Export machine information

Activation keys information:

Autharization Level (TB)

Operating environment (OEL) 45D2-F817-L20E-33FD-AT7D-E63A-6T7TE-BE26 25
Point in time copy (FTC) ATBA-OARFT7-6434-13BT7-A7T7D-B6BA-6TTE-BE36 25
FlashCopy SE BA1L-T5C6-508C-9806-A77D-B6EL-6775-83896 25
Remate mirror and copy (RMC) |E:_:_'_—E CEE-86DD-02T74-ATTD-B68A-6TTE-BE36 25

Metro/Global mirror (MGM) |

Remote mirror for z/0S (RMZ) |

Parallel access volumes (PAVS) |

HyperPAWY |

Database Protection |

I@ Apply || cancel
K

Figure B-6 Entering the activation codes

The following message displays:

CMUGO0092W "This operation applies the activation codes to the storage image.
Select OK to apply the activation codes. Select Cancel to cancel the
operation."

8. Click OK to finish the application of the DS Licensed Internal Code activation codes.
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Related publications

We consider the publications that we list in this section particularly suitable for a more
detailed discussion of the topics that we cover in this IBM Redbooks publication.

IBM Redbooks publications

For information about ordering these publications, see “How to get IBM Redbooks
publications” on page 481. Note that some of the documents that we reference here might be
available in softcopy only.

>

>

AS/400 Remote Journal Function for High Availability and Data Replication, SG24-5189

Clustering and IASPs for Higher Availability on the IBM eServer iSeries Server,
SG24-5194

IBM eServer iSeries Migration: A Guide to Upgrades and Migrations to System i5,
SG24-7200

IBM eServer iSeries Migration: System Migration and Upgrades at V5R1 and V5R2,
SG24-6055

IBM eServer i5 and iSeries System Handbook i5/0S Version 5 Release 3 October 2005 --
Draft, GA19-5486

IBM System i5, eServer i5, and iSeries Systems Builder IBM i5/0S Version 5 Release 4 -
January 2006, SG24-2155

IBM System Storage DS6000 Series: Architecture and Implementation, SG24-6781

IBM System Storage DS6000 Series: Copy Services in Open Environments, SG24-6783
IBM System Storage DS8000 Series: Architecture and Implementation, SG24-6786

IBM System Storage DS8000: Copy Services in Open Environments, SG24-6788

PCI, PCI-X, PCI-X DDR, and PCle Placement Rules for IBM System i Models,
REDP-4011

IBM TotalStorage DS6000 Series: Performance Monitoring and Tuning, SG24-7145
IBM TotalStorage DS8000 Series: Performance Monitoring and Tuning, SG24-7146

Other publications

These publications are also relevant as further information sources:

»

>

Backup and Recovery, SC41-5304
Backup, Recovery, and Media Services for iSeries, SC41-5345
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Online resources

480

These Web sites are also relevant as further information sources:

>

IBM System Storage DS6000 Information Center
http://publib.boulder.ibm.com/infocenter/ds6000ic/index.jsp
IBM System Storage DS6000: Introduction and Planning Guide

http://www-1.ibm.com/support/docview.wss?rs=1112&context=HW2A2&dc=DA400&ql=ssg1l
*&uid=ssg1S7001072&1oc=en_US&cs=utf-8&lang=en

IBM System Storage DS6000 Technical Notes

http://www-1.ibm.com/support/search.wss?q=ssgl*&tc=HW2A2&rs=1112&dc=DB500+D800+
D900+DA900+DA800+DA600+DB400+D100&dtm

IBM System Storage DS8000 Information Center
http://publib.boulder.ibm.com/infocenter/ds8000ic/index.jsp
IBM System Storage DS8000: Introduction and Planning Guide

http://www-1.ibm.com/support/docview.wss?rs=1113&context=HW2B2&dc=DA400&ql=ssg1l
*&uid=ssg1S7001073&1oc=en_US&cs=utf-8&lang=en

IBM System Storage DS8000 Technical Notes

http://www-1.ibm.com/support/search.wss?dc=DB500+D800+D900+DA900+DA800+DA600+DB
400+D100&tc=HW2B2&rs=1113&dtm

IBM System Storage DS8000 User’s Guide

http://www-1.ibm.com/support/docview.wss?rs=1113&context=HW2B2&dc=DA400&ql=ssg1
*&uid=ssg1S7001163&1oc=en_US&cs=utf-8&lang=en

IBM Systems Information Centers
http://publib.boulder.ibm.com/eserver/
IBM TotalStorage Enterprise Server Introduction and Planning Guide

http://www-1.ibm.com/support/docview.wss?rs=503&context=HW26L&dc=DA400&ql=pTlann
ing&uid=ssg157000003&Toc=en_US&cs=utf-8&Tang=en

Support for System Storage DS6800

http://www-1.ibm.com/support/search.wss?q=ssgl*&tc=HW2A2&rs=11128&dc=DB500+D800+
D900+DA900+DA800+DA600+DB400+D100&dtm

Support for System Storage DS8100

http://www-1.ibm.com/support/search.wss?dc=DB500+D800+D900+DA900+DA800+DA600+DB
400+D100&tc=HW2B2&rs=1113&dtm

VPN Implementation (IBM System Storage DS8000)

http://www-1.ibm.com/support/docview.wss?rs=1113&context=HW2B2&dc=DB500&uid=ssg
151002693&1oc=en_US&cs=utf-8&lang=en
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http://publib.boulder.ibm.com/eserver/
http://www-1.ibm.com/support/docview.wss?rs=503&context=HW26L&dc=DA400&q1=planning&uid=ssg1S7000003&loc=en_US&cs=utf-8&lang=en
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http://www-1.ibm.com/support/search.wss?q=ssg1*&tc=HW2A2&rs=1112&dc=DB500+D800+D900+DA900+DA800+DA600+DB400+D100&dtm
http://www-1.ibm.com/support/search.wss?dc=DB500+D800+D900+DA900+DA800+DA600+DB400+D100&tc=HW2B2&rs=1113&dtm

How to get IBM Redbooks publications

You can search for, view, or download IBM Redbooks, IBM Redpapers, Hints and Tips, draft
publications, and Additional materials, as well as order a hardcopy of IBM Redbooks or
CD-ROMs, in this Web site:

ibm.com/redbooks

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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A
abnormal IPL 292
access density 99
adapter 308
port 308
ADDRMTJRN command 6
administrative domain 11, 18
application
data consistency 292
response time 93
application resilient CRG 11
ASP 13-14, 101, 104, 117,199
group 14
asynchronous background copy process 311
asynchronous Peer-to-Peer Remote Copy 254
auxiliary storage pool. See ASP

B
backup node 10-11,17
Backup Recovery and Media Services (BRMS) 24, 436
backup server 280, 302
issues 292
backup system 8
basic user ASP 14
batch job, duration 93
batch window 111
blocksize 91, 121,171,176
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Capacity Magic 76

example 77
change recording bitmap 323
check or restart Global Mirror session 335
clone 38

creating 21

i5/0S 38
cluster 9

node 10-12

version 10, 12
cluster component 10

backup node 11

cluster node 11

primary node 11

replicate node 11
cluster resource group. See CRG
Cluster Resource Services 10
clustering

disaster recovery 9

high availability 9
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Commercial Processing Workload (CPW) 110
commitflash command 324
Compute Intensive Workload (CIW) 110
consistency group 23, 305
FlashCopy target volume 323
copied volumes 291
Copy Services 253-254, 279, 301

Toolkit 27
copy sets 25
creating

Global Copy relationship 310, 321

Global Mirror environment 303

Global Mirror session 314

Metro Mirror relationship 287, 291, 296

Peer-to-Peer Remote Copy path 282, 304
CRG 10-11

application resilient 11

data resilient 11

device resilient 11

exit program 11

peer 11
cross-site mirroring 14

benefits 15, 17

concept 14

limitations 18

D
DASD 18, 20, 24, 254255, 280, 302
Copy Services 254
FlashCopy 255
Global Mirror 302
Metro Mirror 280
space 18, 20, 24
copying 18
regular copies 20
data mining 15, 18
data port services, LIC 16
data resilient CRG 11
Dedicated Service Tool. See DST
device
CRG 11,14
description 12
domain 10, 12
resilient CRG 11
direct access storage device. See DASD
direct attach of external storage, example 32
disaster recovery 9, 40
using a copy 23
disk arm 89, 95, 102
i5/0S workload 95
disk configuration 196-197, 206, 221-223
error 261
disk CPU utilization 470
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disk drive 96, 100, 170, 177
disk operations per second 96
disk drive modules 96
disk encryption 14
Disk Magic 89, 94, 104, 106, 111, 113-117, 121-122,
125-126, 128—-129, 132-133, 137, 143, 150-152,
156-157, 161, 163, 172-173, 175-176, 426
cache values 163
size DS8000 114
disk pool 12-13, 62, 201-202, 205, 208-210
disk response time 93
disk service time 121, 130, 148-149, 162-163, 177
disk space 90, 96, 102, 104, 106, 112—113, 122-125,
128-129, 131, 133-134, 141-142, 147, 158, 162—163,
174,177
disk subsystem 93, 110, 118, 120—124, 129, 135, 138,
151, 154-157, 173-174
ESS1 158, 162
icon 119
iSeries icon 138
model 141
disk unit 57, 61-62, 170, 195-196, 200, 206, 211, 220
connection 62
recovery 196, 220
display
disk configuration
capacity 197, 207
status 223
Global Mirror relationship 316
Metro Mirror status and properties 288
Peer-to-Peer Remote Copy path 286, 309
volumes assigned to Global Mirror 315
D-mode IPL 191
DS CLI 24, 28, 47, 185, 254, 256-257, 269270, 277,
282, 293, 295, 301, 304, 314, 321, 329, 331, 333, 338
installing 254
settingup 254
DS command-line interface. See DS CLI
DS Storage Manager 24
DS8000 352, 365
DS8000 Storage Manager 341
DST 62, 191, 193, 195, 220, 265
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